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Introduction



Motivation

e Challenge:

»  We want our models to be able to represent g/l words in a given language

» "Open-vocabulary” modeling, able to represent unseen words at test time

e Common solutions:

« Characters

unobserved tokens can be broken into observed components

*  Sub words

e Potential issues:
« Robustness

» Predetermined vocabulary

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Motivation

Phenomena Word BPE e Ch a||enge;
Vowelization “‘“S — } (1) » We need a way to represent g/l words
LN R e I )
» Common solutions (e.qg., subwords) have

Misspelling language ~  language (1) potential issues:

langauge la-ng-au-ge (4)

» Robustness

Visually Similar really really (1) . Predetermined vocabulary
Characters really re-a-1-1-y (5)
Shared Character =2FQI9kC}  =fQl.oF. C}F  (3)
Components StOIgiCE  =ol . O (2)

Examples of common behavior which cause divergent
representations for subword models
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Phenomena Word BPE
Vowelizat SN SHIE (1)
owelization 3.—\\355‘

vﬂ\./.g"_\.c._\\.} (5)

Examples of common behavior which
cause divergent representations for
subword models

Motivation

R

hm

| hm

Ih hm la ah ha am
lah ham

laha aham

Few possible subwords in common

Arabic

-> Motivation >> Method
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Phenomena Word BPE
Visually Similar really really (1)
Characters really re-a-1-1-y (5)

Examples of common behavior which
cause divergent representations for
subword models

Motivation

o U+06D5 LS U+064A
&  U+06C0 S U+06CC
S U+0649
&5  U+0647
o U+0647, U+0654, U+200C
&  U+06D5, U+0654 (S)> U+1583, U+1585, U+1744
o U+0647, U+0654 (S)- U+1583, U+1585, U+064A

Different underlying unicode codepoints, visually similar

Pashto
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Motivation

Phenomena Word BPE e Motivation:
Vowelization T == +  Common representations rely on

A, Lol (5) .
consecutive (exact) character matches
language language (1)

Misspelling langauge la-ng-au-ge (4)  Visually similar text may have a similar
Visually Similar really really (1) meaning

Characters really re-a-1-1-y (5)

Shared Character 2FQISFCH =l . ot. CF  (3) e Goal’

Components SPoIiCH =Rl ULl (2) '

Examples of common behavior which cause More robust input representations

divergent representations for subword models » Tokenization-free, open vocabulary
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Visual text representations

Given text in a font (ex: NotoSans), Das ist ein Satz.
of a particular size...

1 : :
Das Ist ein Satz.
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Visual text representations

Given text in a font (ex: NotoSans), Das ist ein Satz.
of a particular size...

Das ist ein Satz.

|

Dafas |[s ig[ist|st €] eifpin |n S|| Sajpatz)tz. |g.
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Visual text representations

. Da: ©
Given text in a font (ex: NotoSans), Das 1st ein Satz.
of a particular size... dS
| 5 Das
o ISt \ '
Das ist ein Satz. 5t € \J
 elr
o | . piNn
nsS
Dafas |[s ig[ist|st €] eifpin |n S|| Sajpatz)tz. |g. Sa
patz
1tz
Z.
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Visual text representations

 Why do we render the whole sentence?
» As opposed to say, rendering each character or word

* Many scripts have contextual forms and require context to render correctly

» In Arabic characters can appear differently based on whether they appear in isolation or in context,
and based on what they precede or follow. Rendering diacritics individually places them incorrectly

» To make sure we render correctly, we need the full sentence!

Bad: s Sl saloZl st el Ile « Bleyyd 1ot

Good: Al 1 A] yalalUly ¢ KU

* Many languages do not mark whitespace
» NO segmentation commitments during rendering!

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




extract n slices
according to
image height (h),
window size (W),
and stride (s)

render to
an 1mage

VISUAL (3

convolve slices

EMBEDDER

W

. . ,h
Das 1st elr-(w—)>
, (w, h)
(w, h)
BT e

(w, h)
h-st elin Satz ——»
|

(n, w, h)

STANDARD
TRANSFORMER

} o

Das ist ein Sﬁ
T 4

Das 1st ein Satz.

unicode string

map to embedding
dimension, e

(n, e)

Visual text representations

—» _ This __is

(segmented) unicode string

__a __sentence .

encoder and
decoder
proceed
as usual

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Evaluating visual text
representations



Experimental design (MT)

& o0, pyccknii

* Language pairs (/)
» Source, multiple scripts: E1E, Francais, Deutsch, H7AR;
» Target language: English
e Datasets (2)
zh fr de ja ko ru

e “Small” — MTTT (TED)
» “Larger” — WMT (filtered) zh de

* Visual architecture
» Significant hyperparameters unknown at the offset — new approach!
O=Vision Transformer; /=0CR

» Convolutional blocks {0,1,7}
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Text model baselines

' |
franstormer models in £airseq

o Carefully tune source representations ar- 310 310 306 307 30.3

* Target vocabulary held constant 8 52| 252| 254 250 [CIRAETEN 250 ETEAETE

zh -8 % ikepem 17.7 17.2 174 17.2 175 17.2

* Improvements of ~2 BLEU over previous work . . 135 139 13.6

Char525k 5k 10k 15k 20k 25k 30k 35kWOrdS
BPE BPE BPE BPE BPE BPE BPE BPE

* Direct comparison with visual text models

Standardized MTTT test set
*The character vocabulary of zh is larger than 2.5k

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




“Small” data — MTTT

B Text, subword " Visual text, c=1
: : 40
* Approach parity with best text models - L. 3736
336
e Within [-1.3,+1.5] BLEU 20
e Best visual text results usec=1 _ 25 224 25
* Some structural biases from g 20
convolutions w/o excessive visual depth 15
10
5
0

ar-en de-en fr-en ja-en ko-en ru-en zh-en

Standardized MTTT test set
c = num. convolution blocks

-> Motivation >> Method > Experiments >> Robustness >> Future work >> Conclusions




“Small” data — MTTT

B Text, subword Visual text, c=0 B8 Visual text, c=1 M Visual text, c=7

. A h parity with b del "
pproach parity with best text models - -

» Within [-1.3,+1.5] BLEU 30
» Best visual text results use c = 1 _ 25 I

» Some structural biases from g 20 70 ee

convolutions w/o excessive visual depth 15 13
. . 10

* Greater visual capacity (c>7) does not -

improve results for our task ;

ar-en de-en fr-en ja-en ko-en ru-en zh-en

Standardized MTTT test set
c = num. convolution blocks
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“Larger” data — WMT

B Text, subword Visual text, c=0 T Visual text, c=1

35 232329 35
o Similar trends: on par with text models 30
 This suggests our approach scales and its efficacy 5
is not limited to lower-resource settings 502 213 205
- 20
* With more data, c = 0 outperforms c =1 D 15
* This direct’ model may simply require more 10
training data
5
O :

de-en Zh-en

WMT20 newstest sets
c = num. convolution blocks

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




® Where are improvements from®

e Are our results due to visual representations (as opposed to say, sliding window segmentation)?

o Ablation: apply sliding windows to text, removing visual representations!
» Essentially character n-grams: “this is a test” » “thi hissi ..

MODEL: ar de fr ja ko ru zh
Visual text 31.6 35.1 36.2 13.1 16.6 25.0 17.6

w/o visrep (char n-grams) 31.5 34.6 36.4 1.4 1.3 24.6 5.5
Text, BPE 32.1 33.6 36.7 14 .4 17.0 254 18.3

Table 10: Ablation: Sliding window segmentation (character n-grams) applied to text without visual rendering.

Appendix B

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




® Where are improvements from®

* What happens when we induce noise?
» (Character n-grams have worse performance than the text BPE models

MODEL: ar de fr ja ko ru zh

Visual text 31.6 35.1 36.2 13.1 16.6 25.0 17.6
w/o visrep (char n-grams) 31.5 34.6 36.4 1.4 1.3 24.6 5.5

Text, BPE 32.1 33.6 36.7 14 .4 17.0 254 18.3

NOISED:

Visual text; swap p=0.5 21.7 29.4 28.4 — 11.5 18.3 —
w/o visrep;, swap p=0.5 11.2 10.8 11.9 — 1.1 9.5 —

Text, BPE; swap p=0.5 12.4 13.1 13.3 — 10.8 11.1 —

Table 10: Ablation: Sliding window segmentation (character n-grams) applied to text without visual rendering.

Appendix B

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Where are improvements from?®

* These experiments suggest the visual text representations are the main source of
improvement!

o Why?

» Languages with (more) uniform char n-gram frequencies (ar de fr ru) did better;
worse results for languages with many poorly trained embeddings (ja ko zh)

» Char n-grams, like BPE, have no access to token composition — unlike visual text
representations!

Appendix B

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Technical details

Q  Which hyperparameters matter, and how many require tuning?
@  What is the relative training and inference speed?

78( * Do visual text models change the number of model parameters?

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




O Hyperparameters

o Which hyperparameters matter, and how many require tuning?
* Most tested do not require tuning — new approach, tested more than needed!

* What are they?
» Rendering text:
» font, fontsize
» Image “token” segmentation:
» Window size, window stride
* Visual architecture parameters:
» Number of convolutional layers, convolutional kernel size and stride

Appendix A

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




O Hyperparameters

o Which hyperparameters matter, and how many require tuning?
* Most tested do not require tuning — new approach, tested more than needed!

* What are they?
» Rendering text:
» Image “token” segmentation:
» Window size, wirdew-strde
* Visual architecture parameters:
» Number of convolutional layers, cenvotttonal-kernelsize-ard-strde

Appendix A
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O Hyperparameters

o Which hyperparameters matter, and how many require tuning?

* Most tested do not require tuning — new approach, tested more than needed!
» Font needs to be large enough to not affect resolution: at least 10pt

» =1 is consistently better at low-resource settings, similar to ¢=0 with more data
» Convolutional kernel consistently best at a single setting (3x3)

+ Window size is ‘most’ language-specific, but differences small: large tolerance

Appendix A
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O Hyperparameters

o Which hyperparameters matter, and how many require tuning?

* Most tested do not require tuning — new approach, tested more than needed!
» Font needs to be large enough to not affect resolution: at least 10pt

» =1 is consistently better at low-resource settings, similar to ¢=0 with more data
» Convolutional kernel consistently best at a single setting (3x3)

« Window size is ‘most’ language-specific, but di

—~

‘erences small: large tolerance

t small differences in BLEU across similar window sizes

DE-EN c=1, font = 10pt FR-EN c=1, font = 10pt

sl/w— 10 15 20 25 30 35 40 sl/w— 10 15 20 25 30 35 40
5 07 326 351 05 33.1 339 325 5 354 357 357 355 07 06 08 < slightinstabilitywith small stride
10 0.6 346 348 328 329 344 335 10 356 362 361 361 347 347 350
15 [ 328 339 320 314 33.7 339 15 [ 357 358 356 344 343 346

Appendix A
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0 Changes in speed?®

* What is the relative training and inference speed? Text Visual text

Lang BPE char s=5 s=10 s=15 s=20

» Changes in training time primarily depend on sequence length  ar 244 789 971 488 327 246
de 323 1043 130.5 65.5 43.8 33.0

» Sequence length determined by stride fr 288 107.6 1302 654 437 329
, , .. , ja 225 369 955 48.0 32.1 242
» Best model settings result in training times are ko 247 508 970 487 32.6 246

ru 271 947 1327 66.6 445 335
zh 230 298 756  38.1 255 19.3

 NO observable difference with BPE models at inference time Time 10x 23x 39x 20x l4x 12x

Table 2: Average sequence lengths of MTTT data for
text models and visual models with varying stride s.
The bottom row shows training time relative to the
fastest model (BPE) with ¢ = 1.

between characters and BPE

Section 3.4
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Num. model parameters

* Do visual text models change the number of model parameters?
+ Not really!

* Any increase in model parameters is determined by window size and
number of convolutional blocks
» Essentially, trade the source embedding matrix parameters for convolutional layer

» For our best models, # parameters are within 1% of original text models’:
 MTTT TED: 36./M £ 0.2ZM

Section 3.4

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Model robustness



Recall: Motivation

Phenomena Word BPE  Motivation:
. s S (1) » Common representations rely on
Vowelization 'l ) , .
. A& (5) consecutive (exact) character matches
N language language (1) » Visually similar word forms may have
petnE langauge la-ng-au-ge (4) similar meanings
Visually Similar really really (1)
Characters really re-a-1-1-y () e Goal
Shared Character =rQlgkCt  =¢l. ot . L} (3) +  More robust input representations
Components StOIgiCE  =ol . O (2)

 Tokenization-free, open vocabulary

Examples of common behavior which cause divergent
representations for subword models
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Visual text (robust)

I

## VISUAL TEXT (VISREP): German-English ##

HH R R R

2021-09-27 16:53:40 | INFO | fairseq.tasks.visual_text | dictionary size (dict.en.txt): 10,072
2021-09-27 16:53:40 | INFO | fairseqg_cli.interactive | loading model(s) from ./checkpoint_best.pt
2021-09-27 16:53:41 | INFO | fairseq.data.visual.image_generator | Image window size 20 stride 5
2021-09-27 16:53:45 | INFO | fairseqg_cli.interactive | Type the input sentence and press return:


https://github.com/CAMeL-Lab/camel_tools

Robustness

We induced five types of noise, as below:

e diacritics: diacritization of Arabic via camel-tools

* unicode: substitutes visually similar unicode characters ru
» 133tspeak: substitutes numbers or other visually similar characters de fr
for Latin alphabet characters
* swap. SWaps two adjacent characters in a token [token =2 de fr ko ru
* cmabrigde: permutes word-internal characters with first | token | =4 de fr ko ru

and last character unchanged

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions



https://github.com/CAMeL-Lab/camel_tools

Diacritics & Unicode

src dapall ) sal jraal Ul g dpaiS Gl
noised 4l g4 il uly c Gak

ref I’m Canadian, and I’m the youngest of seven kids.

. & ko - I U u';" ;9'9: |9_->. 5.1__) l__)&.).iowi >iUi L’i:g i:9¢:;¢,3; PERVN ]
visTrep 4 ) ll ‘

S s

I’'m a Canadian, and I’m the youngest of my seven sisters.

"

BPE

We grew up as a teacher, and we gave me a hug.

'5_/ & PV ISE NI JF ue ) o) \_’ S, . T NE) d_ S .

ru-en

A pacckaxxy BaM 00 3TOM TEXHOJOTHH.
R pacckaxy BaM 00 3TOM TEXHOJIOTHH
[’m going to tell you about that technology.

R pac| | paccy facckal Fckax] [kaxy | pxy B4 ky BaN | 8aM |[aM of M 06 | 06 316 3To| | 3T0iA| [Tov T4 piA Tex

| TeXH| E

[’m going to tell you about this technology.

"R pacckaxy BaM 00 PTOHM TEXHOJOTUH.
[’m going to put my mouth in the dam of ecsta chhallogi.

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Diacritics & Unicode

* Large changes to unicode sequences; . | Lo
] Russian
visually, changes to only 0-5% pixels ; Arabic
. 251 7
» Unsurprising our method does so well! | ¥ et ., Model
50 1 — visual text
: E:::EI ....... text
o -
M 15 ““
; %
101 "'%
The invention belongs to the field of biotechnology, pharmaceutics j
and medicine, it could be applied for the production of drugs and ] ..,
WIPO . . : . 5 - Hp...
for the realization of medicinal technologies, particularly for the _ REETPr . *
immunotherapy of oncological diseases. ) I characters — x LTI
Cyrillic Latin 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Proportion of noise
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léStspeak

Un homme de 70 ans qui voudrait une nouvelle hanche, pour qu’il puisse retourner au golf ou s’occuper de son jardin.
Un homme de 70 an5 qul voudrait un3 nouvelle hdnche, pour qu’il pui5s3 re7ourner au golf ou s’occuper de son jardin.
Some 70-year-old who wanted his new hip so he could be back golfing, or gardening.

Un||n H} hd horlpbm|mn}imd he { d{|de]|e 7} 7070 4D ar [an][n5q[5q{|qu]|u1\[1vd|vod pudludd drd [raif hit { [t uf[un][n3{|3n{fnof] . . .

A 70-year-old man who would like a new hip, so that he could turn to golf or take care of his garden.

Un homme de 70 an5 qul voudrait un3 nouvelle hd4nche, pour qu’i1l pu15s3 re7ourner au...
A 75-year-old man wants a third new hip, so that he can punish himself for the golf or take care of his garden.

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




léStspeak

* Improvements of up to 7 BLEU, but, reduced ; . o French
. . . . 71 N erman
as context contains increasingly more noise - ./ '\ —#— G
+ Convention dictates 133t substitutions as much as = "”‘\x ®
visual similarity (which can be font-specific) § . \\
5 | s
= s NN
| different fonts D . x\o\
sample [33t mappings m X0
a4 €3 1 S
es3 gl 5 .
t>7 confusable non-I33t pairs 1 ‘ -
0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0

t...> /‘ Z)7 Proportion of noise

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Character permutations

de-en
sTC Aber Sie mussen zuerst zwel Dinge tiber mich wissen.
noised  Abre Sie miissen zuerts wzeil Dnige liber mcih wisse.n
ref But first you need to know two things about me.

—-

Abi{brd|re |le S{[Sid}ie | m[mdhis|[iss{sse|ten|tn Z) zu| fue] her]prtg [tsv| swa vz zei| pi 0| DA Pnilhig|jge|je J} G [ibd berler qf . . .

visrep
But you have to know two things about me first.

~Abre Sie mussen zuerts wzelr Dnige Uber mcih wisse.n

BPL But you’ve got to get into a little about you.

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Character permutations

25 25
- ' —@— French
_ —$%— German
20 A 20 - Arabic
” - ' —— Russian
3 _ (- —&— Korean
£ 15 - c 15-
> ' 3 -
o s
2 o =
£ - - )
- 10 _ = 10 _ ‘_‘/‘\‘
) -_
1 a8
mn s
< ] /x + 4
' % AT
| 8/ /+ +—F P
] -
0.0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1.0 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Proportion of noise Proportion of noise

Korean: less noise applied as
fewer tokens have length=4
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Character permutations

o Significant improvements for all pairs, even if slight performance gap on clean text

» Highlighting German-English:
» At swap p=1.0, the visrep modelis usable (25.9 BLEU) while the text model is not (1.9 BLEU)

cmabrigde
25
] _—% 257 —@— French
] /x
x/ X -8 German
20 * _® 20_- Arab
€ / o—o——° o —#— Russian
SE) s /:/ g . 1 —— Kor
> %~ £ 157
3 x/ 2
o0 ( + m ——%
< / g <2 /Q/ + f- e
X/ e—"—¢ A
% ——¢ e
x 9- ___Q_Q/ x _F *— "Q—Q——‘/‘
* T

0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0

0.0 0.1 02 03 04 05 0.6 0.7 0.8 0.9 1.0
Proportion of noise

Proportion of noise
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Character permutations

 More improvement with more noise (opposite of 133t):
* Previous types of noise shown are typically substitutions rather than permutations

» Permutations affect more character sequence for a given token, shattering subword representations
» At swap p=1.0, the German BPE model backs off to 2.25x more subwords than without noise

swap cmabridge
25 25
: " x : —@— French
1 /X/ - —%— German
20 1 % __.__./. 20 - rabic
c ] o—* : —4— Russian
3 ] p 4 / S ' ——&— Korean
€ o |
o 1° % g 15
5 s 5
Y X +/+ 3 9 —x—x—%
QS //. g < 5 /§4 — - %
b 4 7 +/ . _e—e | /§ _ /+\+/ ——
x 9- ,_.Q—Q/ 1 8 ' _F *— "Q—Q——-‘/‘
* T

00 01 02 03 04 05 06 07 08 09 10 0.0 0.1 02 03 0.4 05 0.6 0.7 0.8 0.9 1.0
Proportion of noise Proportion of noise
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Test sets with natural noise

* Natural noise contains many additional types of noise & in combination

» Keyboard typos (where nearby keys are substiyuted)

» Substitutions of phonetically-similar characterz or worts
» Unconventional s p a c e s and repetitionsss

» Natural mispellings

e ..and more!

e Parallel text created from ‘found’ data contains such noise in natural contexts
* MTNT: Reddit (Michel et al. 2018); WIPO: patents (Junczys Dowmunt et al. 2016)
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Test sets with natural noise

B Text, subword B Text, character [ Visual text

 Evaluated in a zero-shot setting .
» ‘Domain’is a confounding variable

25
e Character-level models are in some cases more 50
robust than subwords -
o . 5 15
* In others, unable to recover from variation (ja-en), m
where visual text does best 10
. . 5
e Visual text improves over subwords and performs
competitively with character-level text models 0
fr-en ja-en de-en  ru-en
MTNT WIPO
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Improving text models



Text models are brittle

Text models are not naturally robust, but can be improved!

* Preprocessing techniques:
+ Use of normalization, spell-checkers

n * Model regularization:
» Subword reqgularization and BPE-dropout

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions




Normalization

* What about normalization as preprocessing?

* It he'pS teXt mOdE|SI bUt SeleCt|Ve|y| Arabic French German Korean Russian
BPE visrep BPE visrep BPE visrep BPE visrep BPE visrep

no noise 32.1 316 367 362 336 351 170 166 254 250

o . i swap induced noise 2.3 9.3 24 220 19 259 5.4 8.9 54 18.8

o -

While spell-checking helps, it: Copelicheck 79 119 238 291 19 141 51 65 108 182
. | : f cambridge inducednoise 7.8 13.2 69 183 6.5 169 126 14.1 45 11.1
IS language-5pecitic i spelicheck 109 12.6 164 21.1 100 149 103 118 59 111

: : : 133tspeak  induced noise @ — — 0.3 0.7 0.7 1.2 — — — —

* is best suited to observed noise oache: T — B - - - B _
: : : . diacritics  inducednoise 1.7 252 — - — — — — — —

* relies on context to disambiguate: i T - — B — B - BB _
. ﬂOisy context hurtS! unicode induced noise  — — — — — — — — 1.6 22.0

+ spellcheck — - - - - - - - 2.1 204

Table 11: Translation performance on five types of induced noise with spellchecking as preprocessing; all test sets
have noise induced with p = 1.0. Both traditional text models (BPE) and visual text models (visrep) are shown.
We bold the best model for each condition.

Appendix C
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Normalization

Noise, with and N i
. ot a perfect fix!
without spellcheck P
Arabic French German Korean Russian
e \What do we see? BPE visrep BPE visrep BPE visrep BPE visrep BPE visrep
. Spellcheck generally helps BPE models.. nonoise 320 316 367 362 336 351 17.0 166 254 250

swap induced noise 2.3 9.3 25.9 54 8.9 54 18.8

22.0
+ spellcheck 79 119 14.1 5.1 69 108 18.2

cambridge induced noise 7.8 13.2 6.9 183 6.5 169 126 14.1 45 11.1

 put also visrep models!

o Spe”check doesn't he|p all |anguages equa”y + spellcheck 109 12.6 164 21.1 100 149 103 118 59 11.1
. 133tspeak  induced noise @ — — 0.3 0.7 0.7 1.2 — — — -

See: German BPE vs French BPE, swap v spellcheck  —  — |03 o1 07 12 — — _— _
diacritics  inducednoise 1.7 252 — - - - - — — —

* Spellcheck doesn't help all noise equally . 2 2SS —  —  —  — & & & —
unicode induced noise  — — — — — — — — 1.6 22.0

* See: [33tspeak + spellcheck . — — — — — — — _— 21 204

Table 11: Translation performance on five types of induced noise with spellchecking as preprocessing; all test sets
have noise induced with p = 1.0. Both traditional text models (BPE) and visual text models (visrep) are shown.

y S p€' ICh eCk can a |SO Create errors We bold the best model for each condition.
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3 Subword Regularization / BPE-Dropout

e Subword reqularization techniques often improve performance and robustness
* Are the improvements similar to with visual text representations?

e Recall BPE: BPE-dropout:
u-n-r-e-l-a-t-e-d u-n_r-e-l-a_t-e_d u-n-r-e-l-a_t-e-d
u-n re-l-a-t-e-d u-n re-1_a-t-e_d u_n re_l-a-t-e-d
u-n re-l-at-e-d u-n re_l-at-e_d u_n re-l-at-e-d
u-n re-l-at-ed un re-l-at-e-d u_n re-l-ate_d
un re-l-at-ed un re_l-at-ed u_n rel-ate-d
un re-1-ated un re-lat-ed u_n relate_d
un rel-ated un relat_ed
un-related
unrelated Different subword set with the same

(overall) number of merges
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3 Subword Regularization / BPE-Dropout

* BPE-Dropout (Provilkov et al. 2020):
» Subword segmentation using BPE algorithm

» ‘Drop’ candidate merges with some probability, and train with different segmentations each epoch
» NOTE: small number of resulting subwords will not be in the MT model’s vocabulary

e Subword Reqgularization (Kudo, 2018):
» Subword segmentation using unigram LM probabilities

» Can draw a stack of / candidates, and use different candidate segmentations each epoch
« { hell oo _hello, hellob hello hello}

Appendix G

-> Motivation >> Method >> Experiments >> Robustness >> Future work >> Conclusions



https://arxiv.org/abs/1910.13267
https://arxiv.org/abs/1804.10959

3 Subword Regularization / BPE-Dropout

e Subword regularization techniques often improve performance and robustness

» Are the improvements similar to with visual text representations?
> [n short, no.

e Both techniques provide strong improvements over BPE (or character) models alone

« Subword Reqgularization (Kudo, 2018) improved performance on both clean (0-2 BLEU) and noisy text (0-5 BLEU)

* BPE-Dropout (Provilkov et al. 2020) further improved performance on clean (0.2-3 BLEU) and noisy text (0-9 BLEU)

* Visrep models remain more robust, though their base performance is lower than text models
with reqgularization
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Initial comparison

[unicode/diacritics]

25
: Language ] —@— French
30 - —s=— Russian - —%— German
j Arabic 20 - Arabic
254 ar —— Russian
] H_-l-—+—.|.\+_+_+___+_+ Model c —— Korean
- —— visual text € 15 -
20 A g _
- - dl:b‘ ....... text 8
D ‘ g
m 15 - £ 10 -
' = - _
‘. L _
i ., E| |
10'; 5 < 57
_ .t:}l..
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_ EI:::IE:}I'E:]:I.[] O
O 1 1 1 1 1 1 1 1 1 1 | 1 1 1 1 1 1 1 1 | | |
0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0 0.0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1.0
Proportion of noise Proportion of noise

[Improvement over standard BPE model|
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3 Subword Regularization

[unicode/diacritics] [swap]
25

_ Language - ~@~— French

30 - —— Russian 3 —#— German
I Arabic 20 - x/x Arabic

5 % Model j / —— Russian
] %“"l"""—H\.l._.l,__H__‘ll —— visual text S ] /" - | —&— Korean
' o -—= ftext £ 15 P

20 - - S SR >

O
@ : \\ %". E- x/
015 N £ 10-

: Elk 83.‘.’ a ' /x/
_ N _ »

10_- N %..' al | : /'l""'/
i Eh %t,. < 5 | / +/+
: Sy 3 | & + &—
- é:;--.g > / +/ ...-—"

5 | E}J\ W'--% Vo —’_‘
- Rl 0 S—4"
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0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9 1.0 0.0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 09 1.0
Proportion of noise Proportion of noise

Improvement over stronger subword regularization baseline,
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BLEU
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[unicode/diacritics]

30-5
25-5
20-
15

10

00 0.1 02 0.3 0.4 05 06 0.7 0.8 0.9 1.0
Proportion of noise

Language
—=— Russian

Arabic

Model
—— visual text
-—-= text

A BLEU: improvement

BPH Dropout

[swap]

25 -
20 -

15 -

—
|'|

8

0.0 O

1 02 03 04 05 06 0.7 0.8 0.9 1.0
Proportion of noise

~@— French
—%— German

Arabic
—4— Russian
—— Korean

Improvement over stronger BPE dropout baseline,




Open Questions
& Future Work




Next steps

.\

x * Pretraining or data augmentation
» All robustness results are zero-shot, without training on noise

xy z ¢ Segmentation
» Sliding windows inspired by speech recognition: work, but, may not be optimall

xyz| ¢ Target-side visual representations

» Challenging! (Mansimov et al. 2020)
» Introduces evaluation complications; robustness typically a source-side problem
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https://aclanthology.org/2020.nlpbt-1.8/

Future directions

- .
X Yy e Transfer learning

» Challenge: predetermined vocabularies typically do not include all scripts

. \/| S U a | te)( t r_e p r_e S e r_] ta t| O n S Ca n O e U S e d tO t r_a r Pre(.i. La..nguage Mined “Sentence” purporting to be in this language Noise clas.s
Manipuri ceewe General noise
Twi (Akan) me: WY You yyyin why you aiways lyyyn General noise
Varhadi Osds 88, 4603- 6508705 14606 16at BaacH 1658581 o7iy- JA4-5O8AL 86§ 46 1§48 [..] | Misrendered PDF

. y Aymara Orilyzewuhubys ukagupixog axiqyh asozasuh uxilutidobyq osogalelohan [..] Non-Unicode font
@ 7 © Ot h er N I_ P tas kS Balinese As of now Bmygyasiady is verified profile on Instagram. Boilerplate

Cherokee “ALL mY ThORNAs GREW bACK As fLOWERs * « - - SWEET 878IES n DUGS Creative use of Unicode

° La N g ud g - I D (Ca Swe | | et 3 | , 2 O 2 O " 1d b | e 2) Oromo My geology essay introduction essay on men authoring crosswords Unlucky frequent n-gram
Pular MEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEOW | Repeated n-grams
Chechen Xupuoncxuh.. Xupuoscxupationnu®ecrunansTOCon ANTSPEAK
Kashmiri . Short/ambiguous
Nigerian Pidgin | This new model features a stronger strap for a secure fit and increased comfort. | High-resource cousin
Uyghur il se 536l Bl 30l 0 ol | Out-of-model cousin
Dimli The S</b><b class='b2>urina</b><b class=b1'>m toa</b><b class=b3>d is [..] | Deliberately Obfuscated
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https://arxiv.org/pdf/2010.14571.pdf

Conclusions

* Discussed potential issues with unicode-driven text representations
o Explored an alternate approach, using visual text representations
» Representations learned jointly with the target task (here, machine translation)

e Visual text representations are truly open-vocabulary
» No fixed, predetermined model vocabulary

» More robust than common unicode-based models to many types of induced noise

* Next steps
* Potential benefits for more languages, settings, and tasks
» Both ways to improve these models, and also limitations yet to be discovered
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Questions?

Feel free to message
the RocketChat channel,

or email me at
esalesky®jhu.edu
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