
Department of Comparative Linguistics Balthasar Bickel
University  
of ZurichUZH

Cross-linguistic corpora reveal 
constraints on language dynamics 



�2

200 Slocombe, Zuberbühler

 (m)

 (a)

 (d)

 (g)

 (j)

 (b)

 (e)

 (h)

 (k)

 (c)

 (f)

 (i)

 (l)

Figure 16.3 Spectrograms illustrating 13 main call types recorded from the Sonso community of chimpanzees, Uganda: 
(a) pant-hoot given by adult male Bwoba in a display, where a = introduction, b = buildup, c = climax, d = letdown; 
(b) whimper given by juvenile female Nora when lost; (c) scream given by adult female Flora in tantrum; (d) squeak given 
by adult female Janie during copulation; (e) bark given by adult female Kwera while watching display by adult male 
Nick; (f ) waa-bark given by adult male Nick to baboons; (g) cough given by adult female Kwera to subadult playing too 
roughly with her juvenile son; (h) grunt given by subadult male Gashom before initiating travel; (i) rough grunts given 
by adult male Nick whilst feeding on Chrysophyllum milicia excelsa; (j) pant-grunt given by adult female Kalema to 
alpha male Duane; (k) pant given by Zefa during copulation with Janie; (l) huu given by Kalema in response to earth 
tremor; (m) laughter given by juvenile female Janet whilst wrestling on the ground.

source. A replication of  this study with the Sonso commu-
nity of  the Budongo forest yielded similar results, although 
the data were interpreted somewhat diff erently (Notman 
and Rendall 2005). Context-specifi c use of  diff erent call 
variants generally carries the potential to provide listeners 

with information about the environment experienced by 
the caller, a fundamental prerequisite for referential sig-
nals. Whether or not receivers are able to discriminate the 
acoustic diff erences described by Uhlenbroek (1996) and 
Notman and Rendall (2005), and whether they can infer 
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learning their own strain songs, but could learn other

strain songs as efficiently as their own songs (Takahasi
and Okanoya 2010). Thus, we can conclude that munias

are specialist while BFs are generalist learners. Another

example of learning difficulty was found in cross-fostered
munias. They learned song notes and note sequences

perfectly from the fostering fathers, but required a long

sequence of introductory notes before starting the song.
Here, we found differences in learning strategies in the

two strains that could be attributed to genetic endowment.

These genetic endowments were in the brain mechanisms
for song.

Fig. 2 Sonograms of representative Bengalese finch and white-
rumped munia. The Bengalese finch song is phonologically and
sequentially complex, one note followed by multiple different notes,

while the munia song is composed entirely of wide-band, noise-like
elements, and the sequence of notes is fixed

Fig. 3 An example of a cross-
fostering study. TopA
sonogram of a Bengalese father.
Middle Sonogram of a son of a
Bengalese father. Bottom
White-rumped munia song
fostered by a Bengalese father.
The bottom sonogram shows
that the fostered munia failed
the narrow-band song notes

J Ornithol (2015) 156 (Suppl 1):S65–S72 S67

123

Deacon 2010 PNAS; Okanoya 2015 J Ornithol
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Diversification under relaxed selection?
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Diversification under relaxed selection?
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Or constrained evolution?
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But brain and behavior can also adapt!
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Example 1: 
Exposure to lexical tone shapes pitch 
processing (Wong et al. 2007ff)

showing that subjects’ performance in the Speech Condi-
tion improved more so than the Sinewave Condition after
training. The main effect of group (successful learners
better than less successful learners) was only marginally
reliable [F (1, 1, 15) ¼ 2.07, p < 0.17]. These results are
summarized in Figure 2. There are no other main effects
or significant interactions.

Imaging Results

Imaging results are classified into two parts: voxel-wise
contrasts and region-of-interests (ROI) analyses.

Voxel-wise contrasts

We report several voxel-wise contrasts in this section.
Only clusters exceeding an uncorrected single-voxel p value
of <0.0005 (t ¼ 3.45) extending at least 125 mm3 were re-
ported. Table II shows results of the various contrasts
including the t value of the peak voxel of a given cluster as
well as its size.

Pre-training speech vs. pre-training sinewave (all sub-
jects). Before training, subjects (from both groups) showed
increased activation in the superior temporal region bilater-
ally when listening to speech relative to sinewave stimuli.
These results replicated Wong et al. (2003) when Mandarin
learners of low proficiency performed the same tasks.

Post-training speech vs. post-training sinewave (all sub-
jects). After training, subjects also showed increased activa-
tion in the superior temporal region bilaterally when listen-
ing to speech relative to sinewave stimuli; however, activa-
tion in the STG was more extensive spatially. In addition,
activation in the left prefrontal cortex (PFC), inferior tempo-
ral lobe (ITG), IFG, and inferior parietal lobule (IPL) was
also noted. Figure 3 highlights some of the results.

Post-training speech vs. pre-training speech (all subjects).
When directly comparing activation in the Speech Condi-

tion after training relative to before training, we found
increased activation in bilateral STG, ITG, parietal, and ba-
sal ganglia regions. In addition, activation in the left IFG
(BA 44) was observed.

Successful vs. less successful learners (post-training speech
condition). The aforementioned contrasts considered acti-
vation before and after training when the two groups of
subjects were combined. The following contrasts focus on
comparing the two subject groups. When comparing suc-
cessful and less successful subjects in the post-training
Speech Condition, we found that successful learners
showed increased activation in the left posterior superior
temporal gyrus (pSTG) (see Fig. 4) in addition to a smaller
activating cluster in the left transverse temporal gyrus
(TTG). The posterior STG activation is 8 mm posterior to
the most posterior point of TTG (BA 41; y ¼ "32) on the
same axial plane (z axis). On the other hand, relative to
the successful learners, the less successful learners showed
increased activation in numerous areas, including the right

Figure 3.
Brain activation revealed by the Post-Training Speech vs. Sinewave (All Subjects) contrast. For this
and subsequent figures, activation is superimposed on an averaged T1-weighted volume (in Talair-
ach space). Color scale represents normalized t value and applies to this and subsequent figures.

Figure 4.
Brain activation revealed by the Successful vs. Less Successful
Learners (Post-Training Speech) contrast. Stronger activation for
the successful and less successful learners are indicated by red
and blue clusters, respectively.

r Neural Correlates of Successful Speech Learning r

r 1001 r
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Example 2: 
Exposure to case-based agreement syntax 
shapes referential density (Bickel 2003ff)
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Belhare Kyirong Tibetan Nepali Ingush Maithili Rural Russian

R
D

6

• Indo-European: σ̂2 = .01, θ̂ = .98,p = .835
• Nakh-Daghestanian: σ̂2 = .006, θ̂ = −1.35,p = .088
• Sino-Tibetan: σ̂2 = .01, θ̂ = −2.36,p = .009

7 Factorial analysis

(2) Maithili (Indo-European)
a. (tũ)

2nhNOM
bimār
sick

ch-æ?
be-2nhNOM

‘Are you sick?’
b. (torā)

2nhDAT
khuśi
happy

ch-au?
2nh-NONNOM

‘Are you happy?’

(3) Belhare (Sino-Tibetan)
a. (han)

2sNOM
khar-e-ga
go-PST-2sS

i?
Q

‘Did you go?’
b. (han-na)

2s-ERG
un
3sNOM

lur-he-ga
[3sA-]tell-PST-2sA

i?
Q

‘Did you tell him/her?’
c. ciya

tea.NOM
(han-naha)
2s-GEN

n-niũa
2sPOSS-mind

tis-e-ga
please-PST-2sA

i?
Q

‘Did you like the tea?’

AGR has the wrong efficient (visualize! see 2006 slides) interaction

8 Explanatory models

(4) Chechen

DRAFT – July 25, 2019
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So we need to test stability of brain and 
communication in non-WEIRD samples

And we can use corpora as natural language 
production experiments!
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Three case studies from recent work:

Constraints on the global evolution of

1. affixation (with Frank Seifart et al)

2. affix order (with Sabine Stoll and John Mansfield)

3. word order (with Damián Blasi and Jing Yingqi)
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Study 1: Constraints on affix evolution
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Nouns slow down speech across structurally and
culturally diverse languages
Frank Seifarta,b,c,1, Jan Strunkb, Swintha Danielsend, Iren Hartmannd, Brigitte Pakendorfc, Søren Wichmanne,f,
Alena Witzlack-Makarevichg, Nivja H. de Jonge,h, and Balthasar Bickeli

aAmsterdam Center for Language and Communication, University of Amsterdam, 1012 VT Amsterdam, The Netherlands; bInstitut für Linguistik, University
of Cologne, 50923 Cologne, Germany; cLaboratoire Dynamique du Langage, UMR5596, CNRS & Université de Lyon, 69007 Lyon, France; dInstitut für
Linguistik, University of Leipzig, D-04107 Leipzig, Germany; eLeiden University Centre for Linguistics, Leiden University, 2311 BX Leiden, The Netherlands;
fLaboratory of Quantitative Linguistics, Kazan Federal University, 420000 Kazan, Russia; gAbteilung für Allgemeine Sprachwissenschaft, Institute for
Scandinavian Studies, Frisian Studies, and General Linguistics, Kiel University, 24098 Kiel, Germany; hLeiden University Graduate School of Teaching, Leiden
University, 2333 BN Leiden, The Netherlands; and iDepartment of Comparative Linguistics, University of Zurich, 8032 Zurich, Switzerland

Edited by Willem J. M. Levelt, Max Planck Institute for Psycholinguistics, Nijmegen, The Netherlands, and approved April 25, 2018 (received for review January
12, 2018)

By force of nature, every bit of spoken language is produced at a
particular speed. However, this speed is not constant—speakers
regularly speed up and slow down. Variation in speech rate is influ-
enced by a complex combination of factors, including the frequency
and predictability of words, their information status, and their po-
sition within an utterance. Here, we use speech rate as an index of
word-planning effort and focus on the time window during which
speakers prepare the production of words from the two major lex-
ical classes, nouns and verbs. We show that, when naturalistic
speech is sampled from languages all over the world, there is a
robust cross-linguistic tendency for slower speech before nouns
compared with verbs, both in terms of slower articulation and more
pauses. We attribute this slowdown effect to the increased amount
of planning that nouns require compared with verbs. Unlike verbs,
nouns can typically only be used when they represent new or un-
expected information; otherwise, they have to be replaced by pro-
nouns or be omitted. These conditions on noun use appear to
outweigh potential advantages stemming from differences in in-
ternal complexity between nouns and verbs. Our findings suggest
that, beneath the staggering diversity of grammatical structures
and cultural settings, there are robust universals of language pro-
cessing that are intimately tied to how speakers manage referential
information when they communicate with one another.

speech rate | nouns | language universals | word planning |
language processing

Human language in its most widespread form (i.e., in spon-
taneously spoken interactions) is locked in one-dimensional

time. This was recognized by the founding father of modern lin-
guistics, Ferdinand de Saussure, as one of the two fundamental
principles of the linguistic sign, the other one being its arbitrary
nature (1, 2). An unresolved question is which aspects of local
variation in speech rate are universal (3, 4), which vary across lan-
guages and cultures (5), and which vary across individuals (6). For
example, marking the end of utterances by slowing down speech is
cross-linguistically common, but its implementation is language-
specific (7). Good candidates for truly universal temporal features
are the relatively fast pronunciations of frequent, and thus pre-
dictable, words (8) and second mentions of words (9). This speedup
is argued to result from automated articulation (4) and has been
suggested to contribute to efficient communication by spreading
information more evenly across the speech signal (10, 11). Fre-
quency effects also explain why function words, such as articles,
prepositions, and pronouns, are pronounced faster than the less
frequently occurring content words, such as nouns and verbs (12).
An aspect of speech rate that has received less attention is the

local speech rate during the planning, rather than the actual
pronunciation, of words. Speed variation before the articulatory
onset of a word can provide key evidence for cognitive processes.
For example, speakers have been found to slow down their speech

rate before complex, infrequent, or novel words (13, 14), a finding
that is consistent with the slowdown in lexical access speed that
such words trigger in picture naming and related tasks (15–17).
Here, we investigate speech rate in word-planning windows in
naturalistic speech from nine languages to assess differences in the
two major word classes usually found in languages: nouns and
verbs. To our knowledge, the relative speedup or slowdown of
speech preceding nouns versus verbs has never been directly
studied. Related measures like response times in picture-naming
experiments suggest that nouns require less planning time than
verbs (18, 19). This is attributed to increased planning costs of
verbs because of their relative grammatical and semantic com-
plexity and their links with other elements in the clause, for ex-
ample, subjects and objects. While it is unclear to what extent the
planning demands of a word leave traces in the speed of its own
articulation (20), these findings are potentially in conflict with
studies suggesting slower rates for nouns than verbs in English
noun/verb homophones (such as a fly vs. to fly) (21).
A factor that has been neglected in this research is how refer-

ential information is managed in connected, interactive speech. In
running speech, the choice between referring expressions (e.g.,

Significance

When we speak, we unconsciously pronounce some words more
slowly than others and sometimes pause. Such slowdown effects
provide key evidence for human cognitive processes, reflecting
increased planning load in speech production. Here, we study
naturalistic speech from linguistically and culturally diverse pop-
ulations from around the world. We show a robust tendency for
slower speech before nouns as compared with verbs. Even
though verbs may be more complex than nouns, nouns thus
appear to require more planning, probably due to the new in-
formation they usually represent. This finding points to strong
universals in how humans process language and manage refer-
ential information when communicating linguistically.

Author contributions: F.S., J.S., and B.B. designed research; J.S. performed research; F.S.,
J.S., S.D., I.H., B.P., S.W., A.W.-M., and B.B. analyzed data; F.S., N.H.d.J., and B.B. wrote
the paper with input from all other authors; and J.S. produced the SI Appendixwith input
from all other authors.
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Corpora

 Seifart at al. 2018 PNAS
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Language Family Speakers Texts Words Reference
Baure Arawakan 12 37 17,652 Danielsen et al. (2009)1
Bora Boran 46 37 29,802 Seifart (2009)2
Chintang Sino-Tibetan 74 40 37,737 Bickel et al. (2011)3
Dutch Indo-European 42 17 39,519 CGN-consortium (2003)4
English Indo-European 80 47 56,135 Calhoun et al. (2009)5
Even Tungusic 32 67 37,430 Pakendorf et al. (2010)6
Hoocąk Siouan 28 62 23,191 Hartmann (2013)7
Nǁng ǃUi-Taa 7 33 26,061 Güldemann et al. (2011)8
Texistepec Mixe-Zoquean 1 6 21,321 Wichmann (1996)9

Sum 322 346 288,848
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Semi-automated analysis

 Seifart at al. 2018 PNAS
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An asymmetry in lexical planning
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A correlated asymmetry in diachrony?
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Declare every marker that is not ‘isolating’ as 
‘fused’ (concatenative, nonlinear, templatic etc)

 Seifart & Bickel 2017 ALT
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Treat language-internal variation as 
uncertainty: sampling markers
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...

Fit models:

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

...

…

…

…

 Seifart & Bickel 2017 ALT
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A correlated asymmetry in diachrony
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before host after host

Africa
Eurasia

Americas
Pacific

1 5 10 15 20 1 5 10 15 20

0
250
500
750

0
250
500
750

0
250
500
750

0
250
500
750

Estimated increase in fusion biases with verbal vs nominal hosts

Sa
mp
les

Re-sampling from nearly 4000 grammatical markers in AUTOTYP, fitting evolutionary 
models on each sample and analyze directional biases in this models as GLMMs:

(odds ratio)
 Seifart & Bickel 2017 ALT
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Study 1 Summary
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1. Non-WEIRD corpora reveal lower pause 
probability before verbs than before nouns

2. This increases the odds for prefixes before verbs 
compared to nouns in language change

 Seifart & Bickel 2017 ALT



�19

Study 2: Constraints on affix order evolution
(with John Mansfield & Sabine Stoll)
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2

⑹ Swahili
a. ni-li-soma

1s-PST-read
‘I read’

b. u-li-soma
2s-PST-read
‘you read’

c. a-li-soma
3s-PST-read
‘S/he read’

⑺ Khaling
a. mu-ŋa

be-1S
’I am’

b. ʔi-mu
2S-be
‘you are’

c. mu-nu
be-2S
‘s/he/it is’

⑻ Chintang
a. u-kha-ma-cop-yokt-e

3snA-1nsP-NEG-see-NEG-PST

b. u-ma-kha-cop-yokt-e
3snA-NEG-1nsP-see-NEG-PST

c. kha-u-ma-cop-yokt-e
1nsP-3snA-NEG-see-NEG-PST

d. ma-u-kha-ma-cop-yokt-e
NEG-3snA-1nsPsee-NEG-PST

e. …

All: ‘They didn’t see us.’

References

A natural experiment in 
Chintang (Sino-Tibetan, Nepal):
free prefix order!
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Chintang prefixes

 Mansfield, Stoll & Bickel 2019 ALT
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Category Prefix Meaning (Village)

NEG mai- ~ ma- NEG

SUBJ
a- 2.S/A

u- 3ns.S/A; 3.A (if P = 1s)

OBJ

kha- 1ns.P Sambugaũ

ma- 1ns.excl.P
Mulgaũ

mai- 1ns.incl.P

A>P na- 3>2
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576 instances of prefix bigrams
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Chintang prefixes

 Mansfield, Stoll & Bickel 2019 ALT
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Given a bigram of an agreement prefix and its co-prefix: What is the 
probability of the prefix being placed on the left
- if the prefix is u- ‘3’ vs a- ‘2’ (paradigmatic alignment: all together)
- if its co-prefix is OBJ vs NEG (featural coherence: coherent slots)
- if the same order occured before (persistance, priming)?

Persistence:
prev. token Left

Persistence:
prev. token Right

Co-Prefix = OBJ (vs NEG)

Prefix = a-

Prefix = u-

0.0 0.2 0.4 0.6 0.8
Estimated Probability of leftward position

OBJ≻SUBJ≻NEG
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A correlated bias in diachrony?
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+ COHERENT − COHERENT

+ ALIGNED STEM-(A1|A2)-(P1|P2) STEM-(A1|A2|P1|P2)


STEM-(A1>P2|A2>P1)

– ALIGNED STEM-A1-(P1|P2)-A2 


STEM-(A1α|A2)-(P1|P2)-A1β

STEM-(A1|P1)-(A2|P2)


STEM-(A1>P2α)-(P2β)

 Mansfield, Stoll & Bickel 2019 ALT
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Paradigmatic Alignment
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Σ-2 Σ-1 Σ Σ+1

1s m-
1p k-
2s mi-
2p mik-
3 -ta

Example: 

Reyesano A affix allocations (Guillaume 2009)  

 Mansfield, Stoll & Bickel 2019 ALT
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Σ-2 Σ-1 Σ+1
{5} 1s,1p,2s,2p,3 

- 
-

- 
1s,1p,2s,2p,3

-

-

- 
1s,1p,2s,2p,3

3 0.01 0 0.01 0.99

{4,1} 1s,1p,2s,2p  
1s,1p,2s,3

etc…

-

-


3

2p

etc…

–

2p


1s,1p,2s,2p 

1s,1p,2s,3

etc…

1s,1p,2s,2p 

1s,1p,2s,3

3 
-


3

2p


-

-

30 0.12 0.72 0.13 0.87

{3,2} 1s,1p,2s 

1s,1p,2p

1s,2s,2p

etc…

-

-

-

2p,3

2s,3

1p,3


1s,1p,2s 

1s,1p,2p

1s,2s,2p

etc…

-

-

-


2p,3

2s,3

1p,3

60 0.25 0.97 0.38 0.62

{3,1,1} 1s,1p,2s 

1s,1p,2p

1s,2s,2p

etc…

1s,1p,2s 

1s,1p,2p

1s,2s,2p

etc…

2p

2s

1p


3

3

3

3

3

3


2p

2s

1p

60 0.25 1.37 0.63 0.37

{2,2,1} 1s,1p

1s,2s

1s,2p

1s,1p

1s,2s

etc…

2s,2p

1p,2p

1p,2s

2s,3

1p,3

3

3

3

2p

2p

90 0.37 1.52 1 0

SUM 243 1.00
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Paradigmatic Alignment
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A P

0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
0

10

20

30

Paradigmatic alignment index

C
ou
nt

P

A

0.00 0.25 0.50 0.75 1.00
Estimate

Beta regression with random 
family intercepts, p  < .001

 Mansfield, Stoll & Bickel 2019 ALT
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Featural Coherence
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Σ-1 Σ+1 Σ+2

A 1 0 5
P 0 4 0

Σ-2 Σ-1 Σ+1

A 1 4 1
P 0 3 1

Beta regression with random family intercept, 
V̂ = .78,  95% CI = [.62, .88], p  < .01

0

10

20

30

40

0.0 0.4 0.8
Featural Coherence: Crame ́r's bias-corrected V

C
ou
nt

Σ-2 Σ-1 Σ+1

A 1 2 2
P 1 2 1

 Mansfield, Stoll & Bickel 2019 ALT
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Exceptions
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Probably two main sources:
- person- rather than role-

defined positions

- distributed exponence

Belhare (Kiranti, Bickel 1996)

lui-t-u-m-chi-m-ga 
tell-NPST-3P-nsA-nsP-nsA-2  
‘You will tell them’


Cree (Algonquian, Dahlstrom 1986)

ki-pēhtaw-iti-n 
2-hear-1>2>s1/2 
‘I hear you’

0

10

20

30

40

0.0 0.4 0.8
Featural Coherence: Crame ́r's bias-corrected V

C
ou
nt

A P

0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
0

10

20

30

Paradigmatic alignment index

C
ou
nt

 Mansfield, Stoll & Bickel 2019 ALT
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Study 2 Summary
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1. Bias towards clustering when a grammar allows 
variation, possibly because this facilitates 
learning and prediction

2. The same bias drives clustering of A and P 
markers when languages evolve over time, with 
two principled exceptions

 Mansfield, Stoll & Bickel 2019 ALT
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Study 3: Constraints on word order evolution
(with Damián Blasi and Jing Yingqi)
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UD 2.4 (Nivre et al. 2019):

Afro-Asiatic
Atlantic-Congo
Austroasiatic
Austronesian

Basque
Dravidian
Indo-European
Japonic

Koreanic
Mande
Mixed Language
Mongolic

Pama-Nyungan
Sign Language
Sino-Tibetan
Tai-Kadai

Tupian
Turkic
Uralic
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Baselines

Jing, Blasi & Bickel 2017 ALT 
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We fit certainly into parts of certain the article
PRON VERB ADV ADP NOUN ADP ADJ DET NOUN

nsubj advmod

obl

case
amod

det

nmod
case

Ferrer-i-Cancho 2004:

We certainly fit into certain parts of the article
PRON ADV VERB ADP ADJ NOUN ADP DET NOUN

nsubj

advmod case

obl

amod

case
detnmod

Liu 2008:

We certainly fit certain into parts the of article
PRON ADV VERB ADJ ADP NOUN DET ADP NOUN

nsubj

advmod
amod

case

obl

det
case

nmod

Futtrell et al. 2015:

We certainly fit into certain parts of the article
PRON ADV VERB ADP ADJ NOUN ADP DET NOUN

nsubj

advmod

case

amod

obl

case
det

nmod

Observed:
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A psycholinguistically informed baseline: 
produce what you learnt without further 
production constraints (like DLM)!

Jing, Blasi & Bickel 2017 ALT 
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...

VO: 97.7%
VS: 14.76%
NGen: 90.34%
NAdj:  1.41%

...
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Harmony in dependency bigrams?
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Favor harmony: 19
No effect: 23

Jing, Blasi & Bickel 2017 ALT 
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Dependency Length Minimization (DLM)? 

 Jing, Blasi & Bickel in prep.
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DLM = Pr(DLobs ≤ DLbaseline)

DLM ~ Pr(Harmony) × Pr(HF) + random lang.,  per sentence 

binomial GAM; only languages with Pr(HF) = [.2, .8] 

DLM chiefly after the head and
correlation with harmony only in 

hierarchical structures!

Parallel dependencies Hierarchical dependencies
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Study 3 Summary
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1. Our baseline asks about whether we need to 
postulate anything above and beyond a simple 
mechanism of reproducing structures in proportion 
to the frequencies they are learned with

2. On this basis, we need fewer mechanisms for 
harmony and DLM than current theories predict.

 Jing, Blasi & Bickel in prep.
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Conclusions

1. Claims about onstraints on language require 
testing in non-WEIRD samples, and these 
samples allow new discoveries (e.g. pause and 
affix order probabilities).

2. Corpora are fantastic natural production 
experiments, but they deserve psycholinguistically 
informed baselines, not just any randomization. 


