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How do children learn 
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Recursion
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Rule-based learning
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Rule-based learning
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• Study 1: An extreme case of language learning: A 
polysynthetic verb system. 


• Study 2: Variation sets: How to learn about constructions and 
meaning.


• Study 3:  Structural frames: how to detect nouns and verbs


• Study 4: Temporal cues: how to detect nouns and verbs

How is language learning 
possible?



Study 1:  
An extreme case of language 
learning: thousands of verb 

forms in Chintang
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Jekaterina MazaraDamian BlasiBalthasar Bickel



Verbal morphology
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Table 1. Chintang agreement paradigms of simplicia: nonpast and past (tup- ‘find, agree’) 

 

! 1s! 1di! 1pi! 1de! 1pe! 2s! 2d! 2p! 3s! 3ns! intransitive!

1s 

!

tupna!ã " 
tupna!ãn#$ 
tupnehe " 
matupyoknehe "!

tupna!ã "ce 
tupna!ãcen#$ 
tupnace 
matupyoknace!

tupna!ã "ni 
tupna!ãnin#$ 
tupnanih% 
matupyoknanih%!

tubuku$ 
tubuku$n#$ 
tubuhe " 
matupyoktuhe "!

tubuku$cu$ 
tubuku$cu$n#$ 
tubu$c#he " 
matupyoktu$c#he "!

tupma!ã 
tupma!ãn#$ 
tubehe " 
matupyoktehe "!

1di 

!

tupcoko 
tupcokon#$ 
tubace 
matupyoktace!

tupceke 
tupceken#$ 
tubace 
matupyoktace!

1pi 

!

!

tubukum 
tubukumn#m 
tubumh% 
matupyoktumh%!

tubumcum 

tubumcumn#m 
tubumcumh% 
matupyoktumcumh%!

tubiki 
tubikin#$ 
tubih% 
matupyoktih%!

1de 

!

tupcoko$a 
tupcoko$an#$ 
tubacehe " 
matupyoktacehe "!

tupceke$a 
tupceke$an#$ 
tubacehe " 
matupyoktacehe "!

1pe 

!

!

tupna!ãnci"yã 
tupna!ãnci"yãn#$ 

tupnanci"yeh% 
matupyoknanci"yeh%!

tubukumma 
tubukumman#$ 
tubummehe " 
matupyoktummehe "!

tubumcumma 
tubumcumman#$ 
tubumcummehe " 
matupyoktumcummehe "!

tubiki$a 
tubiki$an#$ 

tubiehe " 
matupyoktiehe "!

2s 

!

atupma!ã 
atupma!ãn#$ 
atubehe "  
{a-ma}tupyokteh%!

atuboko 
atubokon#$ 
atube 
amatupyokte!

atubukuce 
atubukucen#$ 
atubuce 
{a-ma}tupyoktuce!

atupno 
atupn#kn#$ 
atube 
{a-ma}tupyokte!

2d 

!

atupma!anc#$ 
atupma!anc#$n#$ 
atuba$c#he " 
{a-ma}tupyokta$c#he "!

atupcoko 
atupcokon#$ 
atubace 
amatupyoktace!

atupceke 
atupceken#$ 
atubace 
{a-ma}tupyoktace!

2p 

!

atupma!an#$ 
atupma!an#n#$ 
atuba$n#he " 
{a-ma}tupyokta$n#he "!

! {a-ma}tupceke 
{a-ma}tupceken#$ 
{a-ma}tubace 
{a-ma-ma}tupyoktace!

{a-ma}tupno 
{a-ma}tupn#kn#$ 
{a-ma}tube 
{a-ma-ma}tupyokte!

!

atubukum 
atubukumn#m 
atubumh% 
amatupyoktumh%!

atubumcum 

atubumcumn#m 
atubumcumh% 
{a-ma}tupyoktumcumh%!

atubiki 
atubikin#$ 
atubih% 
{a-ma}tupyoktih%!

3s 

!

utupma!ã 
utupma!ãn#$ 
utubehe " 
{u-ma}tupyoktehe "!

tuboko 
tubokon#$ 
tube 
matupyokte!

tubukuce 
tubukucen#$ 
tubuce 
matupyoktuce!

tupno 
tupn#kn#$ 
tube 
matupyokte!

3d 

!

utupma!anc#$ 
utupma!anc#$n#$ 
utuba$c#he " 
{u-ma}tupyokta$c#he " !

utupcoko 
utupcokon#$ 
utubace 
{u-ma}tupyoktace!

utupceke 
utupceken#$ 
utubace 
{u-ma}tupyoktace!

3p 

!

utupma!an#$ 
utupma!an#n#$ 
utuba$n#he " 
{u-ma}tupyokta$n#he "!

maitupceke 
maitupceken#$ 
maitubace 
{mai-ma}tupyoktace!

maitupno 
maitupn#kn#$ 
maitube 
{mai-ma}tupyokte!

matupceke 
matupceken#$ 
matubace 
{ma-ma}tupyoktace!

matupno 
matupn#kn#$ 
matube 
{ma-ma}tupyokte 

!

natupno 
natupn#kn#$ 
natube 
{na-ma}tupyokte!

natupceke 
natupceken#$ 
natubace 
{na-ma}tupyoktace!

natubiki 
natubikin#$ 
natubih% 
{na-ma}tupyoktih%!

utuboko 
utubokon#$ 
utube 
{u-ma}tupyokte!

utubukuce 
utubukucen#$ 
utubuce 
{u-ma}tupyoktuce!

utupno 
utupn#kn#$ 
utube 
{u-ma}tupyokte!

 

Note: In each cell, forms are listed in vertical order as follows: nonpast affirmative, nonpast negative, past affirmative, past negative 

Chintang 

English 
I walk 
you walk 
he walks 
we walk 
you walk 
they walk 
walked
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b. yo
DEM.ACROSS

dhukkur-a
dove-NTVZ

apt-u-thand-u-ku-ŋ
shoot-3[s]O-V2:move.down.TR-3[s]O-IND.NPST-1sA

paĩ.
today

‘I’ll shoot that dove over there down today.’ [CLLDCh1R05S05.303]

Other V2 stems combine with verbs of any valency, e.g. -loĩs ‘move out’ combines both with
mono-valent and bivalent predicates (whereas closely related -lond ‘go out’ seems to be limited
to monovalent stems):

(10) a. anɨŋ
how

ba
PROX

i-gija
2sPOSS-gums

ha-tta-kha
PROX-EXT-NMLZ

hom-a-loĩs-a-ŋs-e?
[3sS-]swell-PST-V2:move.out-PST-V2:PRF-IND.PST

‘Why are your gums so swollen?’ [CLLDCh2R03S02.612]

b. ba-khi
PROX-MOD

u-nap-yaŋ
3sPOSS-snot-ADD

u-lem-ŋa
3sPOSS-tongue-ERG

tott-u-loĩs-e.
[3sA-]prick-3[s]O-V2:move.out-IND.PST

‘She snatched out her snot with her tongue like this.’ [CLLDCh2R12S04.581]

Such differences are not predictable, and they thus represent selection properties that intrinsic
to each V2.

V2 stems behave morphologically like other verb stems, except that they require a two-
syllable template as their host. This template consists of a verb stem and as much finite verb
morphology as is needed to fulfill the two-syllable constraint (Bickel et al. 2007).¹⁰ In (9), the
templates are satisfied by the combination of the stems hod- ‘break’ and apt- ‘shoot’ with single-
vowel markers (-a ‘PST’ and -u ‘3[s]O’, respectively). If there is no suitable inflectional material
available, as happens to be the case for example in third person subjunctive forms, a dummy
syllable na is inserted in order to meet the two-syllable constraint. This is shown in (11), where
the V2 stem ca- denotes some kind of self-benefaction:

(11) mai-met-th-a,
NEG-do.to-NEG-IMP[2sS]

joso-ta
whatever-FOC

num-na-ca-ne-na.
do-NA-V2:enjoy.for.onself[3sS.SBJV]-OPT-INSIST

‘Don’t do that to her, let her do whatever she wants on her own.’ [CLLDCh1R02S04.0781]

V2 can be added recursively but examples like the following, with three V2 in sequence, are
rare:

(12) jo-go-yaŋ
whatever-NMLZ-ADD

na-khutt-i-ca-i-hatt-i-bir-i.
3[s]>2-steal-2pO-V2:eat-2pO-V2:move.away.TR-2pO-V2:do.for-[SBJV.]2pO

‘It (a cat) may steal everything from you and eat it all up!’ [story.cat.204]

Most V2 bear etymological resemblence to regular, non-selecting verb stems, and it is some-
times unclear whether there is one morpheme used in two ways or two morphemes. Compare
the use of thand- as a V2 in (9b) and as an independent verb in the following case:

(13) ba
DEM.PROX

com-ce-ta
sort-ns-FOC

a-thand-u-ce
2[s]S-move.down-3O-3nsO[SBJV]

haŋ
if

iʔs-akt-e?
be.not.good-PST-IPFV-IND.PST

‘Wouldn’t it be good if you brought down this sort of (stuff)?’ [CLLDCh3R12S04.448]

¹⁰ In non-finite forms, the two-syllable constraint is optional, and there are a few lexically defined exceptions.

DRAFT – July 12, 2015



Verbal structure
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Affixes Unique synthetic forms  
foforms

English 3 3

Chintang 148 4745



How can such an extreme 
system be learned?
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Verb form types in the input
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ChintangEnglish
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Frequency distributions stems 
vs. affixes: Chintang (input)
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Most frequent stems in one 
recording: Chintang (input)
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Forms with the same stem in one 
recording session: Chintang (input)
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Forms with same affixes in one 
recording session: Chintang input
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Stem and affix combinations: 
Chintang (input)
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Stems vs. Affixes over time in 
children

!31

Chintang Child 4

Chintang Child 3

Chintang Child 2

Chintang Child 1

3;0 4;0

0.6
0.8
1.0
1.2

0.6
0.8
1.0
1.2

0.6
0.8
1.0
1.2

0.6
0.8
1.0
1.2

Age of target child

Ch
ild

-to
-a

du
lts

 e
nt

ro
py

 ra
tio

Part of verb: Dependents Heads

Stoll et al in prep. 



The system can be learned via 
distributional learning, 

generalisation and  
abstraction
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Conclusion  
Chintang verbal morphology



How come children can 
learn any language in a 

few years time?
!33

How do children learn 
language?



Challenge: diversity
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Data
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 Semantic role clustering 69

Figure 4. NeighborNet and fuzzy clustering of predicate-specific roles in non-default 
case assignment to S (top) and A (bottom) arguments. (Roles are represented by predi-
cates, but these are meant to refer to the respective arguments, e.g. break in the S class 
refers to ‘that which breaks’.)

AUTOTYPWALS

Grammars

Stoll & Bickel 2013



Data: ACQDIV bank
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Lorem ipsum dolor sit amet, consectetur adipiscing elit. Fusce varius arcu sit 
amet nisl iaculis consectetur. Aenean iaculis, diam gravida accumsan facilisis, 
dolor purus rutrum enim, non egestas sem metus vitae felis. Proin consectetur 
augue et enim viverra sagittis. Aliquam ac nisi tellus.  

Fusce dapibus turpis nisi, vitae dapibus velit. Cras sit amet consequat nulla. Nam 
dui lectus, adipiscing id volutpat id, luctus in metus. Nunc a ante ut est viverra 
sagittis.  
Proin ullamcorper, massa eu dictum viverra, lacus elit bibendum ligula, a cursus 
libero ligula ac dui. Praesent leo eros, lacinia at convallis nec, egestas at dolor. 
Mauris quis sapien sem, at ultrices erat. Proin ultricies, diam vel aliquam 
posuere, ipsum eros porttitor est, eget condimentum massa enim eu libero. 

www.uzh.ch

!38Acquisition processes in maximally diverse languages, Sabine Stoll13 October 2014

http://www.uzh.ch/


 39(www.ivs.uzh.ch/clrp)

http://www.spw.uzh.ch/clrp
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ACQDIV bank

!41Moran, Schikowski, Pajović, Hysi & Stoll, 2016



Study 2: Variation sets 

!42

Nick LesterSteven Moran 

Moran, Lester, Heath, Küntay Pfeiler, Allen & Stoll 2019, Cognition



Hypothesis 
  

There are patterns in the input that 
make learning and generalisation 

possible.
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Learning in interaction
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!45
Onnis et al. 2008



Variation sets in the input

!46� Childes, German/Szagun/CI/Adriane/030520.cha

*MOT:	 und jetz rein in den schuh.

*MOT:	 und die schuhe?

*MOT:	 weg .

*MOT:	 so zumachen.

*MOT:	 eine schleife.

*MOT:	 oh 'n grossen schuh.

*MOT:	 bum.

*MOT:	 warte.

*MOT:	 du kriegst gleich dein'n schuh wieder.

*CHI:	 Mama.

*MOT:	 nein nich?

*MOT:	 wieder zu?

*CHI:	 zu.

*MOT:	 zu?

*CHI:	  &ja schuh &em.

*MOT:	 schuh?

*MOT:	 ein schuh?

*MOT:	 die puppe is zu klein für den grossen schuh?



Variation sets in the input 

• Repetitive units in interactional units 


• 17% -  30% of verbs and nouns in variation 
sets in child-directed speech

!47
Küntay & Slobin 1996, Wiren et al. 2016, Waterfall 2006, Brodsky et al. 2007, 

Grigonyte & Björkenstamm 2016



Are variation sets in input 
universally reliable patterns and 

how do they develop as a 
function of the age of the child?

!48



Variation sets

!49Moran, Lester, Heath, Küntay Pfeiler, Allen & Stoll 2019



Variation sets

!50Moran, Lester, Heath, Küntay Pfeiler, Allen & Stoll 2019



Found in all of our maximally diverse 
languages  

Language specific patterns in the 
development over time, not  necessarily 

decreasing

!51

Conclusion variation sets



Study 3: 
Frames to detect nouns and 

verbs

!52

Steven Moran 

Moran, Blasi, Schikowski, Küntay, Pfeiler, Allen & Stoll , Cognition 2018



Frames
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Moran, Blasi, Schikowski, Küntay, Pfeiler, Allen & Stoll , Cognition 2018



Frames
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Table 2

Samples of representative categories from several corpora. The number of tokens categorized for each type is in
parentheses

Peter

Frame you__it
put (52), see (28), do (27), did (25), want (23), fix (13), turned (12), get (12), got (11), turn (10), throw (10), closed

(10), think (9), leave (9), take (8), open (8), find (8), bring (8), took (7), like (6), knocked (6), putting (5), pull (5),

found (5), make (4), have (4), fixed (4), finish (4), try (3), swallow (3), opened (3), need (3), move (3), hold (3),
give (3), fixing (3), drive (3), close (3), catch (3), threw (2), taking (2), screw (2), say (2), ride (2), pushing (2), hit

(2), hiding (2), had (2), eat (2), carry (2), build (2), brought (2), write (1), wiping (1), wipe (1), wind (1), unzipped

(1), underneath (1), turning (1), touching (1), tore (1), tie (1), tear (1), swallowed (1), squeeze (1), showing (1),

show (1), said (1), rip (1), read (1), reach (1), pushed (1), push (1), play (1), pick (1), parking (1), made (1), love
(1), left (1), knock (1), knew (1), hid (1), flush (1), finished (1), expected (1), dropped (1), drop (1), draw (1),

covered (1), closing (1), call (1), broke (1), blow (1)

Frame I__it

see (18), put (12), think (9), got (8), thought (5), have (5), found (5), do (4), take (3), open (3), fix (3), did (3),

closed (3), use (2), tie (2), tear (2), need (2), know (2), hear (2), guess (2), give (2), doubt (2), wear (1), took (1),
throw (1), threw (1), saw (1), read (1), pushed (1), pick (1), move (1), leave (1), knock (1), knew (1), get (1), fixed

(1), finished (1), close (1), build (1), bet (1)

the__one

other (21), red (11), yellow (8), green (8), orange (6), big (6), blue (5), right (4), small (3), little (3), wrong (1), top

(1), round (1), only (1), light (1), empty (1), black (1)

Aran

Frame you__it
put (28), want (15), do (10), see (7), take (6), turn (5), taking (5), said (5), sure (4), lost (4), like (4), leave (4), got

(4), find (4), throw (3), threw (3), think (3), sing (3), reach (3), picked (3), get (3), dropped (3), seen (2), lose (2),

know (2), knocked (2), hold (2), help (2), had (2), gave (2), found (2), fit (2), enjoy (2), eat (2), chose (2), catch (2),

with (1), wind (1), wear (1), use (1), took (1), told (1), throwing (1), stick (1), share (1), sang (1), roll (1), ride (1),
recognize (1), reading (1), ran (1), pulled (1), pull (1), press (1), pouring (1), pick (1), on (1), need (1), move (1),

manage (1), make (1), load (1), liked (1), lift (1), licking (1), let (1), left (1), hit (1), hear (1), give (1), flapped (1),

fix (1), finished (1), drop (1), driving (1), done (1), did (1), cut (1), crashed (1), change (1), calling (1), bring (1),
break (1), because (1), banged (1)

Frame the__and
tractor (5), horse (4), shark (3), back (3), zoo (2), top (2), tiger (2), roof (2), leg (2), grass (2), garage (2), window

(1), wellingtons (1), water (1), video (1), train (1), sun (1), station (1), stars (1), shop (1), shirt (1), sand (1), round

(1), rain (1), pussycat (1), postbox (1), panda (1), nuts (1), mother (1), monkey (1), lion (1), kite (1), ignition (1),
hut (1), holes (1), hippo (1), hens (1), ham (1), giraffe (1), floor (1), fire þ engine (1), eye (1), entrance (1),

elephant (1), dolly (1), doctor (1), cups (1), cows (1), controls (1), carts (1), carpark (1), cake (1), bus (1), bull (1),

brush (1), box (1), bottom (1), book (1), blue (1), bits (1), bank (1), bananas (1), animals (1), air (1)

Frame put__in

it (49), them (14), him (11), things (6), that (5), those (4), teddy (2), dolly (2), yourself (1), you (1), what (1), this

(1), these (1), some (1), panda (1), her (1), Pingu (1)

Naomi
Frame you__it

like (11), put (8), want (6), throw (4), think (3), see (3), eat (3), did (3), take (2), open (2), got (2), turning (1), turn (1),

touched (1), throwed (1), spit (1), spill (1), snapped (1), shaking (1), say (1), rubbing (1), pull (1), pour (1), pick (1),

left (1), hurt (1), how (1 wh), holding (1), have (1), guessed (1), give (1), finish (1), find (1), enjoy (1), eating (1),
dropped (1), distorted (1), discovered (1), cutting (1), coloring (1), closed (1), cleaning (1), call (1), ate (1)

Frame the__is

moon (6), sun (5), truck (3), smoke (2), kitty (2), fish (2), dog (2), baby (2), tray (1), radio (1), powder (1), paper (1),

man (1), lock (1), lipstick (1), lamb (1), kangaroo (1), juice (1), ice (1), flower (1), elbow (1), egg (1), door (1),

donkey (1), doggie (1), crumb (1), cord (1), clip (1), chicken (1), bug (1), brush (1), book (1), blanket (1),Mommy(1)

T.H. Mintz / Cognition 90 (2003) 91–117 99

1

⑴ Mapudungun
a. pepi-rume-küme-wentru-nge-tu-rke-i-ngu.

can-very-good-man-be-TEL-REP-IND-3DU

b. pepi
can

rume
very

küme
good

wentru
man

nge
be

tu
TEL

rke
REP

i
IND

ngu.
3DU

‘Both of them were able to turn into very rich (lit. good) men, they say.’

⑵ Chintang
a. u-ca-ŋa=ta-haiʔ-ya-ʔã=na=ni

3sA-eat-1sO=FOC-move.away.TR-1sO-IND.NPST=INSIST=ASS

b. u
3sA

ca
eat

ŋa
1sO

ta
FOC

haiʔ
move.away.TR

ya
1sO

ʔã
IND.NPST

na
INSIST

ni
ASS

(the cat) will eat me’

⑶ a. adkintu-wentro-yaw-küle-i
look.aীer-man-ஐஅஒஂ-ஐஒஏஇ-உஎ
‘S/he is going around looking for men.’

b. chi
அஔ

wentru
man

‘the man’

⑷ Frame a- ‘2S/A’ __ -o ‘3P’
a. theke

why
a-khɨnd-o-ko?
2S/A-pull-3P-IND.NPST

‘Why do you pull it?’
b. hũi

DEM
kãhili
third.daughter

a-nept-o
2S/A-step.on-3P

‘Kaĩli, you might step on it!’
c. a-hid-o-ko?

2S/A-watch-3P-IND.NPST
‘Can you look aীer her?’
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a. theke

why
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2S/A-pull-3P-IND.NPST

‘Why do you pull it?’
b. hũi

DEM
kãhili
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‘Kaĩli, you might step on it!’
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2S/A-watch-3P-IND.NPST
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⑸ Frame mai- ‘NEG’ __ -th ‘NEG’
a. la

INTERJ
mo
DEM.DOWN

mai-soŋ-th-a
NEG-move-NEG-IMP

‘Don’t move down there!’
b. e

OK
mai-khaŋ-th-o-s-e
NEG-see-NEG-3P-PRF-IND.PST

ni
EMPH

‘Yeah, s/he didn’t see it.’
c. mo

DEM.DOWN
sotaŋma-ce
S.-ns

phidaŋ
ginger

u-mai-let-th-a-ŋs-a-kha
3nsS/A-NEG-plant-NEG-PST-PRF-PST-NMLZ

‘The Sotangma people have not yet planted ginger down in the field.’



Are frames in the input universally 
reliable patterns that could help in 

categorizing parts of speech?

!55



Frames in ACQDIV bank

Word frames: no


Morpheme frames: yes


!56Moran, Blasi, Schikowski, Küntay, Pfeiler, Allen & Stoll , Cognition 2018



Categorization of nouns and 
verbs via frames
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Nouns and verbs can be 
categorized via repetitive 

patterns in their morphological 
structure

!58

Conclusion  
frames:



Study 4:  
Temporal cues to 

detect nouns and verbs

!59

Nick Lester



Temporal cues before nouns 
and verbs

!60

nouns

verbs

Seifart … Bickel, PNAS 2018



Temporal cues before nouns 
and verbs: adults

!61Seifart … Bickel, PNAS 2018



Temporal cues for nouns and verbs: 
pauses in child-surrounding speech

!62Lester, Bickel & Stoll in prep.



Sprechgeschwindigkeit vor 
Nomen oder Verben 

!63



!64

Temporal cues for nouns and 
verbs: speech rate in child-

surrounding speech

Lester, Bickel & Stoll in prep.



Both pauses before nouns and 
verbs and the temporal duration 
of these units can serve as cues 

for syntactic categorization

!65

Conclusion  
temporal cues:



To conclude:

• The input is not chaotic and there are quite a number of 
patterns learners can rely on


• There are striking similarities in the information distribution 
in child-directed speech in maximally diverse languages


• Some cross-linguistic differences in the patterns 


• We are only at the beginning at understanding the  
computational power underlying language development 


• Children can apply distributional learning and make use of 
statistical patterns provided by the input

!66



Thank you very much  
for your interest!
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