
Dissecting Treebanks to Uncover Typological Trends.
A Multilingual Comparative Approach

Chiara Alzetta•�, Felice Dell’Orletta�, Simonetta Montemagni�, Giulia Venturi�
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Introduction and Motivation. Over the last
years, linguistic typology started attracting the in-
terest of the community working on cross- and
multi-lingual NLP as a way to tackle the bot-
tleneck deriving from the lack of annotated data
for many languages. Typological information is
mostly acquired from publicly accessible typo-
logical databases, manually constructed by lin-
guists. As reported in Ponti et al. (2018), de-
spite the abundant information contained in them
for many languages, these resources suffer from
two main shortcomings, i.e. their limited cover-
age and the discrete nature of features (only “the
majority value rather than the full range of pos-
sible values and their corresponding frequencies”
is reported). Corpus-based studies can help to
automatically acquire quantitative typological evi-
dence which might be exploited for polyglot NLP.
Recently, the availability of corpora annotated fol-
lowing a cross-linguistically consistent annotation
scheme such as the one developed in the Universal
Dependencies project is prompting new compara-
tive linguistic studies aimed to identify similari-
ties as well as idiosyncrasies among typologically
different languages (Nivre, 2015). The line of re-
search described here is aimed at acquiring quan-
titative typological evidence from UD treebanks
through a multilingual contrastive approach.
Method. The proposed methodology is inspired
by Alzetta et al. (2018) where an algorithm orig-
inally developed for assessing the plausibility of
automatically produced syntactic annotations was
used to infer quantitative typological evidence
from treebanks. The authors demonstrate that the
linguistic properties used by this algorithm to rank
dependency annotations from reliable to unreli-
able ones can also be effectively used against man-
ually revised corpora, i.e. gold treebanks. In this
case, the resulting ranking of gold dependencies
turned out to closely reflect the degree of proto-

Figure 1: Features used by LISCA.

typicality of dependency relations in the target cor-
pus. In this study, we rely on the same algorithm,
LISCA (Dell’Orletta et al., 2013), which operates
in two steps: 1) it collects statistics about a set of
linguistically-motivated features considering the
overall tree structure extracted from a large refer-
ence corpus of automatically parsed sentences (see
Figure 1), and 2) it uses them to assign a score to
each dependency arc contained in a target corpus.
Rather than the plausibility of the annotation, the
score should be seen here as reflecting the proto-
typicality degree of a given relation, based on wide
variety of features including its context of occur-
rence. The higher the score of a ranked arc, the
more prototypical is the arc with respect to the
statistics acquired from the large reference cor-
pus. In Alzetta et al. (2018), the algorithm was
used to acquire typological evidence from tree-
banks relying on LISCA models (LM) of the same
language. The main novelty of this study con-
sists in the adopted multilingual comparative ap-
proach through which typological evidence is ac-
quired. As illustrated in Figure 2, we ranked the
same monolingual treebank using LMs built for
different languages, thus obtaining four different
dependencies rankings of the same monolingual
treebank. Different positions of the same depen-



Figure 2: Method work–flow exemplified on IUDT.

LM Target UDT models
IT EN SP BUL

IT 1.00 0.94 0.97 0.79
EN 0.84 1.00 0.87 0.90
SP 0.98 0.95 1.00 0.93
BUL 0.79 0.91 0.83 1.00

Table 1: Spearman’s correlation between pairs of
ranked amod using different LMs on each treebank.

dency relation (DR) across the four rankings re-
flect different degrees of prototypicality of that DR
instance: a bigger ranking difference associated
with the same DR is connected with stronger ty-
pological differences of the languages represented
in the selected treebanks, whereas closer rankings
reflect typological closeness of languages.
Data. In this study, we considered four UD tree-
banks (v2.2) (Nivre et al., 2017): English (Silveira
et al., 2014), Italian (Bosco et al., 2013), Span-
ish (McDonald et al., 2013) and Bulgarian (Simov
et al., 2005). Statistics to build the LISCA models
for the examined languages were extracted from
four monolingual corpora of around 40 million
tokens each morpho-syntactically annotated and
parsed by the UDPipe pipeline (Straka et al., 2016)
trained on the UD treebanks.
Results. Due to space constraints, the method-
ology is illustrated here wrt Italian UD Treebank
(IUDT) and in particular wrt an individual DR: ad-
jectival modifier (amod). Table 1 reports Spear-
man’s rank correlation coefficients (p <0.00) ob-
tained through pairwise comparisons of amod DRs
across the LISCA rankings. Each pair is repre-
sented by the ranking obtained using the LM of
the target UD treebank (Target UDT models) and
the ranking obtained using one of the other LMs.
Interestingly, typologically similar languages such

LM Prenominal Postnominal
Up Down Up Down

ENG 21,691.18 2,566.57 290.13 40,934.52
SP 1,541.31 9,163.83 5,462.83 5,322.66
BUL 30,597.76 967.66 885.15 43,003.64

Table 2: Avg difference of ranking positions of IUDT
pre- and post-nominal amod in different rankings with
respect to the ranking obtained with the Italian LM.

Figure 3: Distributions of the IUDT pre- and post-
nominal amod fluctuating in different rankings with re-
spect to the ranking obtained with the Italian LM.

as IT and SP show higher correlation values (0.98
and 0.97 respectively) than typologically distant
ones (e.g. BUL and IT). A similar trend is ob-
served considering the dependency direction of
amod and its syntactic head. Table 2 and Fig-
ure 3 report i) the average difference of positions
of pre- and post-nominal adjectival modifiers in
the IUDT ranking obtained using the Italian LM
and the other LMs, and ii) the percentage distri-
bution of fluctuations across rankings. It results
that higher the number of ranking fluctuations,
the more typologically distant the languages are.
Namely, in the rankings obtained using LMs of
EN and BUL, a higher percentage of prenominal
amod goes up with respect to the ranking obtained
using IT LM. This reflects the linguistic proper-
ties used to build LM: right-headed adjectives are
more prototypical in EN and BUL than in IT, ac-
cordingly they are highly scored by LISCA. As a
consequence, a higher percentage of pre-nominal
amod goes up in the rankings obtained using the
EN (86.50) and BUL (91.35) LMs wrt the ranking
obtained using IT LM. In addition, the average dif-
ference of positions of prenominal adjectives go-
ing up in the rankings obtained with EN and BUL
LMs is higher (21,691.18 and 30,597.76), as well
as the difference of the going-down ranking fluc-
tuations (40,934.52 and 43,003.64). This latter re-
sult reflects the lower degree of prototipicality of
left-headed adjectives in EN and BUL wrt IT.
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