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What is logography?
● The term is actually never really defined in the literature
● But it seems to relate to two ideas:

○ Different words/morphemes should be spelled differently even if pronounced the same: 
■ distinct homophones
■ Cf: pear, pair, pare

○ The same morpheme should be uniformly spelled despite morphophonological changes:
■ uniform spelling
■ Cf: telegraph /ˈtɛləgɹæf/, telegraphy /təˈlɛgɹəf-/, telegraphic /tɛləˈgɹæf-/

● We concentrate here on the distinct homophones notion, leaving uniform 
spelling for future research



Outline
● Taxonomies of writing systems
● What is “logography”?
● A previous computational proposal for measuring the degree of logography
● Three computational measures of logography:

○ A simple lexical measure
○ An entropic measure
○ An attention-based measure

● Experiments and results
● Some conclusions



How do you measure logography?
● One proposal by Penn & Choma (2006): correlation coefficients
● Basic idea: because they represent words/morphemes so, indirectly, meaning 

○ logographic symbols should be more “bursty” in their cooccurrence within a document
○ conversely, phonographic symbols should cooccur more uniformly

“each grapheme type is treated as a 
variable, and each document 
represents an observation”

cov(X, Y) is the covariance between 
X and Y

𝝁i is the mean of the ith grapheme



Penn & Choma’s experiments
● Compared Chinese and “trigrammed” 

English:
○ The point was to find a nominally phonographic 

system that has roughly the order of magnitude 
of the number of Chinese characters

○ Penn & Choma would have preferred to use Yi, 
a syllabic system with a large number of 
symbols

● Corpora were:
○ A “Chinese news corpus”
○ The Brown corpus 
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Source: https://en.wikipedia.org/wiki/Nuosu_language#/media/File:Yi_words_sign.jpg  

https://en.wikipedia.org/wiki/Nuosu_language#/media/File:Yi_words_sign.jpg
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Penn & Choma: Problems
● We attempted to replicate Penn & Choma’s result using the Bible Corpus 

(Christodoulopoulos & Steedman, 2015), taking each chapter as a document
● This fails, and the reason seems to be because of the document sizes:

○ Brown corpus: 2000 words per document, i.e. about 4000 trigrams
○ Chinese news corpus (e.g. Chinese Gigaword) has about 450 characters per document
○ Bible:

■ Approx. 1100 trigram letters per document (chapter) for English
■ Approx. 780 characters per document for Chinese
■ Group 6 chapters into a “document” for English: about 6600 trigram letters per document
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Penn & Choma: Problems
● We attempted to replicate Penn & Choma’s result using the Bible Corpus 

(Christodoulopoulos & Steedman, 2015), taking each chapter as a document
● This fails, and the reason seems to be because of the document sizes:

○ Brown corpus: 2000 words per document, i.e. about 4000 trigrams
○ Chinese news corpus (e.g. Chinese Gigaword) has about 450 characters per document
○ Bible:

■ Approx. 1100 trigram letters per document (chapter) for English
■ Approx. 780 characters per document for Chinese
■ Group 6 chapters into a “document” for English: about 6600 trigram letters per document

● A priori it seems unlikely that a measure just based on the distribution of 
symbols is going to be informative:

○ One needs to be able to relate them to pronunciation



Three proposals
● Simple lexical measure:

○ Count in a dictionary, or corpus, how many different spellings a given pronunciation has.

● Entropic measure
○ A logographic written symbol holds more information than a phonographic symbol.
○ Thus the conditional information (in the Shannon sense) should be lower
○ In other words the conditional entropy of a logographic system should be lower vis-a-vis the 

pronunciation than in a phonographic system

● Attention-based measure
○ In a neural attention-based sequence-to-sequence model trained to spell words/morphemes 

from their pronunciations, how much does the model need to attend to information in the 
context of the word?



Simple lexical measure

● D is a dictionary
● s(p) is the set of spellings for pronunciation p
● C is the corpus
● c(p) is the total count of each p



This should be lower in a 
logographic system than in a 
phonographic system

Entropic measure

PW(w) is the probability of (written) w given a written bigram 
model.

PP(p) is the probability of (pronounced) p given a pronunciation 
bigram model.

H(X) is the entropy of variable X

I(X, Y) is the mutual information between variables X and Y

This should be lower in a 
logographic system than in a 
phonographic system



Attention based model

From https://www.tensorflow.org/tutorials/text/nmt_with_attention 

https://www.tensorflow.org/tutorials/text/nmt_with_attention


Attention based model

From https://www.tensorflow.org/tutorials/text/nmt_with_attention 

In our case: output is 
graphemes

In our case: input is 
phonemes

Combine attention vectors 
into attention matrix

See the paper for details of the network 
and how it was trained.

https://www.tensorflow.org/tutorials/text/nmt_with_attention
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Attention-based measure

A is the attention matrix
M is the mask

N is the size of the corpus
V is the size of the vocabulary
|v| is the number of instances of type v



Data: Bible corpus

Variants:
cangjie +/-

Jamo 
(individual 
Hangeul letters)

Variants:
tokenized +/-
cangjie     +/-

Old Testament only.
Written side is undiacritized.
Modern/Biblical prons 
derived from diacritization.
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● High(er) quality Japanese data: generally lower logography measure largely 

because of bigger tokens
● Epitran pronunciations
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Additional experiments
● High(er) quality Japanese data: generally lower logography measure largely 

because of bigger tokens
● Epitran pronunciations

caso, casó, cazó

sera, cera, será



Critiques
● We have simply redefined the notion of “logography”

○ Hard to argue this since the notion has never really been defined before

● We’ve missed the point since in many (esp. ancient) logographic systems 
there are components of writing that clearly represent the meaning, not the 
pronunciation: 

○ 琵琶 pípá “Chinese lute” vs. 枇杷 pípá “loquat”
○ 木 “tree” vs. 王王 “musical instrument” combined with 比巴 biba
○ Removal of one of these would render the example “non-logographic” by our measures
○ But such components are not critical to the notion of logography: cf. Sampson’s (1985) claim 

that English is at least partly logographic
○ One has to consider the behavior of the whole system

● All measures are sensitive to the data used
Images: Wikipedia.



Conclusions
● Attention-based measure seems to give intuitively satisfying results for the 

distinct homophones notion of logography:
○ How logographic a system is depends upon how much the writer must attend to the context to 

determine how to spell a word.
○ Other measures, in particular our entropic measures, also relate to that, but seem ultimately 

less satisfying.

● How logographic a system is depends upon the target of the spelling.
○ In the Chinese Bible, dì could be 6 different characters; tiāndì is only 天地 “heaven and earth”.

● By proposing a specific computational measure, we come to a better 
understanding of what “logography” means.

● Written paper is currently under review: please contact the authors if 
interested.


