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Abstract

In this work, we demonstrate the ability
of Text Graph Convolutional Network (Text
GCN) to surpass the performance of tra-
ditional natural language processing bench-
marks on the task of semi-supervised Swahili
news categorisation. Our experiments high-
light the more severely label-restricted con-
text often facing low-resourced African lan-
guages. We build on this finding by presenting
a memory-efficient variant of Text GCN which
replaces the naive one-hot node representation
with a bag of words representation.

1 Introduction

Text classification is a fundamental application of
natural language processing (NLP) in news me-
dia. From topic classification (Wang and Manning,
2012) and content moderation (Bodapati et al.,
2019) to fake news detection (Wang, 2017), the
impact of improving the automated classification
processes of news texts has a profound influence
on the daily experience of newsreaders.

Despite the importance of news categorisation
and Swahili being one of the most widely spoken
languages in Africa (Eberhard et al., 2021), there is
a shortage of published work on text classification
for Swahili. This under-representation of Swahili,
as well as other low-resource languages, manifests
itself in several ways including the ongoing scarcity
of freely-available high-quality datasets, a short-
age of accessible comparative benchmarks, and a
lack of purpose-built software tools and libraries
(Orife et al., 2020; Niyongabo et al., 2020; Caswell
et al., 2021). Additionally, there is limited litera-
ture comparing techniques developed and regularly
applied to high-resource languages in low-resource
languages such as Swahili.

Our work aims to counter these challenges by
contributing the following:

• We provide a set of easily accessible tradi-

tional NLP models as a benchmark for semi-
supervised Swahili news classification.

• We use these benchmarks to compare against
Text Graph Convolutional Network (Text
GCN), a model initially developed for English.
As far as we are aware, this is the first time
a Graph Neural Network has been applied to
text classification for any African language
dataset.

• We present experiments which highlight the
comparative performance of these models in
a semi-supervised setup where the training set
has a low proportion of labelled news docu-
ments.

2 Graph Neural Networks

Graph Neural Networks (GNNs) are a family of
architectures that operate directly on irregularly
structured graphs (Gori et al., 2005; Scarselli et al.,
2009; Battaglia et al., 2018). The underlying mech-
anism of a GNN is that information is propagated
through the network by each node updating its hid-
den state with aggregated information from a neigh-
bourhood of nodes. This enables GNNs to generate
rich representations by taking into account both the
input features of the nodes and the graph structure.

2.1 Text Graph Convolutional Networks
Recognising that a corpus contains both syntac-
tic and semantic relationships, we can represent a
corpus through a graph structure. Text GCN (Yao
et al., 2019) proposes a method for constructing
a graph that captures the global relationships be-
tween all words and documents in the corpus. By
modelling all words and documents as nodes using
a one-hot feature encoding, a heterogeneous graph
with a weighted adjacency matrix can be used to
capture these global relationships. Edges represent-
ing word-word co-occurrences are formulated us-
ing Positive Pointwise Mutual Information (PPMI)



over a fixed window size while word-document in-
teractions are modelled using their TF-IDF value.

This graph representation is then fed into a
two-layer Graph Convolutional Network (Kipf and
Welling, 2017), formalised by equation 1, where
Θ0 and Θ1 are trainable parameters, X is the input
node representation, and Ã is the adjacency matrix
after undergoing the renormalisation trick.

Ŷ = softmax
(
Ã ReLU

(
ÃXΘ0

)
Θ1

)
(1)

In a semi-supervised classification setting, gra-
dient descent can be used to train the model by
calculating the cross entropy loss over the subset
of labelled nodes in the training set.

3 Experiments

We use the Swahili News Classification dataset
(David, 2020) which contains 23,266 news texts,
each labelled as one of six possible categories.
Each document is passed through a preprocess-
ing pipeline which includes removing stop words,
removing Twitter meta information, and stem-
ming using the SALAMA Language Manager
(Hurskainen, 2004, 1999). The training, validation,
and test sets are generated using an 8:1:1 split.

Three traditional NLP models are used to form
a comparative baseline. These are the Term Fre-
quency Inverse Document Frequency (TF-IDF),
Term Frequency Count (Counts), and doc2vec
Paragraph Vector Distributed Bag of Words (PV-
DBOW) (Le and Mikolov, 2014) models. Each
baseline model converts a document into a feature
vector, X ∈ R300, which is then passed to a logis-
tic regression classifier.

We implement both the vanilla Text GCN
model (Yao et al., 2019), which uses a one-
hot representation for the input features of each
node, and a memory-efficient variant Text GCN-
t2v (text2vec), which uses word2vec and
doc2vec representations for the word and doc-
ument nodes respectively. The dimensions of the
Text GCN-t2v node representations match those
used for the baseline PV-DBOW model. Each ex-
periment is repeated 5 times to obtain mean and
standard deviation values1.

Table 1 demonstrates that the two Text GCN vari-
ants outperform the three baseline models when

1This abstract is based on Kastanos and Martin (2021).
Code available at https://github.com/alecokas/
swahili-text-gcn

Model Accuracy (%) Macro F1 (%)
TF-IDF 83.07 ± 0.00 68.72 ± 0.00
Counts 83.32 ± 0.00 73.60 ± 0.00
PV-DBOW 81.64 ± 0.47 72.93 ± 0.75
Text GCN 84.62 ± 0.10 75.29 ± 0.52
Text GCN-t2v 85.40 ± 0.22 75.67 ± 0.90

Table 1: Comparison of the mean and standard devia-
tion test set accuracy and F1 scores for all models.

20% of the training set nodes are labelled. Al-
though the vanilla Text GCN and Text GCN-t2v
perform similarly, the more compact input feature
representation allows Text GCN-t2v to reduce the
training time and cloud costs by factors of 5 and 20
respectively2.

Figure 1 provides the macro F1 scores for each
model when presented with 1%, 5%, 10%, and
20% of the training set labels. This highlights that
the Text GCN variants compare particularly well
against the Counts and TF-IDF benchmarks when
the proportion of training labels drops below 5%.
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Figure 1: Test set macro F1 scores for different labelled
proportions of the training set.

4 Conclusion

This work demonstrates that Text GCN is able to
outperform traditional NLP models for the task of
semi-supervised Swahili news classification. Fur-
thermore, the proposed Text GCN-t2v variant pro-
vides a meaningful reduction in memory and train-
ing cost compared to the vanilla Text GCN model
without significantly sacrificing performance. On-
going work includes a wider investigation into in-
ductive GNN approaches, as well as alternative
methods for representing a corpus as a graph.

2Pricing listed at https://aws.amazon.com/ec2/
pricing/on-demand/ as of February 2021.

https://github.com/alecokas/swahili-text-gcn
https://github.com/alecokas/swahili-text-gcn
https://aws.amazon.com/ec2/pricing/on-demand/
https://aws.amazon.com/ec2/pricing/on-demand/
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