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Outline for section 1

1 Introduction

2 Parsing low-resource languages

3 Low-resource NLP beyond parsing
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The bad news: world’s languages

https://www.ethnologue.com/guides/how-many-languages
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The good news

Figure from Plank (2019)
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Multilingual NLP
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Multilingual NLP

Cool. So we’re done?
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Multilingual NLP

Cool. So we’re done?
Not so fast. . .
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Multilingual NLP

Cool. So we’re done?
Not so fast. . .
strong correlation between the percentage of overlapping subwords
and transfer performance
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Multilingual NLP

Cool. So we’re done?
Not so fast. . .
Transfer works best between typologically similar languages in
mBERT (Pires et al., 2019)
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Multilingual NLP

Cool. So we’re done?
Not so fast. . .
Ok. Breathe. So, multilingual NLP, where are we at?
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Multilingual NLP

Cool. So we’re done?
Not so fast. . .
Ok. Breathe. So, multilingual NLP, where are we at?
Let’s look at the data

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 6



Multilingual datasets

XNLI
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Multilingual datasets

XNLI

Data translated from English
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Multilingual datasets

XQUAD

Data translated from English
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Multilingual datasets

Tatoeba
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Multilingual datasets

Tatoeba

Caswell et al. (2021): serious issues in web-crawled data
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Universal Dependencies

UD v1.0 Figure adapted from Nivre et al. (2020)
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Universal Dependencies

UD v2.0 Figure adapted from Nivre et al. (2020)
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Universal Dependencies

UD v2.5 Figure adapted from Nivre et al. (2020)
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Universal Dependencies
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UD: opportunities

Can transfer learning mitigate the language technology gap
between high and low-resource languages?
Can typological features mitigate this gap?
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UD: opportunities

Can transfer learning mitigate the language technology gap
between high and low-resource languages?
Can typological features mitigate this gap?

What have we learned so far?
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Other data initiatives

Nekoto et al. (2020): MT for over 30 African languages
Adelani et al. (2021): NER for 10 African languages
Mager et al. (2021): MT for 10 indigenous languages from
the Americas (and Spanish)
Ramesh et al. (2021): MT for 11 indic languages (and
English)
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Other data initiatives

Nekoto et al. (2020): MT for over 30 African languages
Adelani et al. (2021): NER for 10 African languages
Mager et al. (2021): MT for 10 indigenous languages from
the Americas (and Spanish)
Ramesh et al. (2021): MT for 11 indic languages (and
English)

Huge community efforts that are starting to fill dataset gaps
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Outline for section 2

1 Introduction

2 Parsing low-resource languages

3 Low-resource NLP beyond parsing
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Parsing low-resource languages

Can transfer learning mitigate the language technology gap
between high and low-resource languages?
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Transfer learning

Task/domain A Task/domain B

Figure inspired by https://ruder.io/transfer-learning/
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Transfer learning

Model A
Model B

Task/domain A Task/domain B

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 14



Transfer learning

Model

Task/domain A Task/domain B

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 14



Transfer learning

Model

Task/domain A Task/domain B

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 14



Transfer learning

Model
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Transfer learning

Knowledge

Model
Model

Task/domain A Task/domain B
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Transfer learning for parsing
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Transfer learning for parsing
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Transfer learning for parsing
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What does zero-shot mean?

Zero-shot settings

Unseen language task [required]

Unseen genus task

Unseen language family task

Unseen language pretrained

Unseen genus pretrained

Unseen language family pretrained

Unseen script task

Unseen script pretrained
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What does zero-shot mean?

Zero-shot settings
Unseen language task [required]

Unseen genus task
Unseen language family task

Unseen language pretrained
Unseen genus pretrained

Unseen language family pretrained
Unseen script task

Unseen script pretrained

Not all zero-shot settings are created equal!
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Zero-shot settings

Zero-shot setting in Üstün et al. (2020):
mBERT + 13 treebanks
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Zero-shot settings

Zero-shot setting in Üstün et al. (2020):
mBERT + 13 treebanks

language genus language family
Arabic Semitic Afro-Asiatic
Basque Basque Basque
Chinese Sino-Tibetan Sino-Tibetan
English Germanic IE
Finnish Finnic Uralic
Hebrew Afro-Asiatic Semitic
Hindi Indic IE
Italian Romance IE
Japanese Japanese Japanese
Korean Korean Korean
Russian Slavic IE
Swedish Germanic IE
Turkish Southwestern Turkic Turkic

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 17



Zero-shot settings

language LAS
unseen language task
unseen genus task
unseen language family task
unseen language pretrained
unseen genus pretrained Komi Permyak 23.1
unseen language family pretrained
unseen script task & pretrained

Zero-shot results of baselines in Üstün et al. (2020)

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 18



Zero-shot settings

language LAS
unseen language task Belarusian
unseen genus task Kazakh
unseen language family task Yoruba
unseen language pretrained Faroese
unseen genus pretrained Komi Permyak 23.1
unseen language family pretrained Buryat
unseen script task & pretrained Amharic

Zero-shot results of baselines in Üstün et al. (2020)
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language LAS
unseen language task Belarusian 80.1
unseen genus task Kazakh 61.9
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unseen language pretrained Faroese 68.6
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Zero-shot settings

language LAS
unseen language task Belarusian 80.1
unseen genus task Kazakh 61.9
unseen language family task Yoruba 42.7
unseen language pretrained Faroese 68.6
unseen genus pretrained Komi Permyak 23.1
unseen language family pretrained Buryat 18.9
unseen script task & pretrained Amharic 5.9

Zero-shot results of baselines in Üstün et al. (2020)

Muller et al. (2021) Transfer learning failures largely related to
script.
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Transfer learning for dependency parsing
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Transfer learning for dependency parsing

So what have we learned?

Surprisingly easy to transfer knowledge to related languages
Pretrained language data helps a lot
No language family data pretrained or task: very poor
Unseen script: very very poor !!!
Have we been overestimating the benefits of transfer learning?
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Parsing low-resource languages

Can typological features mitigate the language technology gap
between high and low-resource languages?
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Typology

Typological features in WALS: cover many languages
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Typology

Typological features in WALS: cover many languages

World Atlas of Language Structures
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Typology

Pre-UD: Naseem et al. (2012)
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Typology

UD & neural: mixed results
Ammar et al. (2016)
Scholivet et al. (2019)
Fisch et al. (2019)
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Typology

More promising
Üstün et al. (2020)
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Outline for section 3

1 Introduction

2 Parsing low-resource languages

3 Low-resource NLP beyond parsing
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AmericasNLP 2021 Shared Task
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AmericasNLP 2021 Shared Task

Language ISO Family Train Dev Test
Asháninka cni Arawak 4K 883 1K
Aymara aym Aymaran 7K 996 1K
Bribri bzd Chibchan 8K 996 1K
Guarani gn Tupi-Guarani 26K 995 1K
Nahuatl nah Uto-Aztecan 16K 672 996
Otomí oto Oto-Manguean 5K 599 1K
Quechua quy Quechuan 125K 996 1K
Rarámuri tar Uto-Aztecan 15K 995 1K
Shipibo-Konibo shp Panoan 15K 996 1K
Wixarika hch Uto-Aztecan 9K 994 1K

Shared task datasets
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AmericasNLP 2021 Shared Task

Map representing languages of the shared task
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Coastal at AmericasNLP 2021
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Coastal at AmericasNLP 2021

What we tried
Pre-trained transformers
Back-translation
Character-level NMT
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Coastal at AmericasNLP 2021

What we tried
Pre-trained transformers
Back-translation
Character-level NMT

What we submitted
Phrase-Based MT (Moses) with white space tokenization
Character-Based Random Babbling

Did we do well? Of course not.
But not catastrophically in comparison
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Coastal at AmericasNLP 2021

aym bzd cni gn hch nah oto quy shp tar

Best 15.67 10.49

Rand

Base 0.01 0.01 0.01 0.12 2.20 0.01 0.00 0.05 0.01 0.00

BLEU
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Coastal at AmericasNLP 2021

aym bzd cni gn hch nah oto quy shp tar

Best 15.67 10.49

Rand 0.05 0.06 0.03 0.03 2.07 0.03 0.03 0.02 0.04 0.06

Base 0.01 0.01 0.01 0.12 2.20 0.01 0.00 0.05 0.01 0.00

BLEU
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Coastal at AmericasNLP 2021

aym bzd cni gn hch nah oto quy shp tar

Best 15.67 10.49

SMT 1.11 3.60 3.02 2.20 8.80 2.06 2.72 1.63 3.90 1.05
Rand 0.05 0.06 0.03 0.03 2.07 0.03 0.03 0.02 0.04 0.06

Base 0.01 0.01 0.01 0.12 2.20 0.01 0.00 0.05 0.01 0.00

BLEU
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Coastal at AmericasNLP 2021

aym bzd cni gn hch nah oto quy shp tar

Best 2.80 5.18 6.09 8.92 15.67 3.25 5.59 5.38 10.49 3.56

SMT 1.11 3.60 3.02 2.20 8.80 2.06 2.72 1.63 3.90 1.05
Rand 0.05 0.06 0.03 0.03 2.07 0.03 0.03 0.02 0.04 0.06

Base 0.01 0.01 0.01 0.12 2.20 0.01 0.00 0.05 0.01 0.00

BLEU

Miryam de Lhoneux Low-resource NLP: Lessons from Dependency Parsing 27



Coastal at AmericasNLP 2021

Take-away
MT for low-resource polysynthetic languages is hard!
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Conclusion

Take-away

We can test hypotheses about multilingual NLP with UD
parsing
Transfer learning works surprisingly well between related
languages
For languages that are low-resource and have no related
high-resource language, NLP is poor.
Maybe we can use typology?
Community efforts are making it possible to evaluate truly
low-resource NLP
We can start putting multilinguality at the core of NLP
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Thanks

Thanks for your attention!
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