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Introduction



The Reflex Prediction Task



Background on Reflex Prediction 

● Quite some studies have been published in the past. 
● They are outlined in more detail in our paper. 
● The shared task itself showed, that there is additional 

potential for new methods to be developed in the future.



Difficulties of Reflex Prediction

● sounds without counterpart in target language
● sparsity and patchiness of data



Materials and Methods



Materials



Materials



Materials

● data comes from the Lexibank collection of CLDF datasets
● all wordlists in standard IPA, segmented by phonemes (https://clts.clld.org)
● concepts linked to Concepticon (https://concepticon.clld.org)
● languages linked to Glottolog (https://glottolog.org)
● cognate sets were either present or inferred with state-of-the-art methods

https://clts.clld.org
https://concepticon.clld.org
https://glottolog.org


Methods: Evaluation

● edit distances (also Levenshtein distance) 
● normalized edit distance (divide edit distance by length of 

alignment of two strings)
● B-Cubed F-Scores (structural measure, first proposed in List 

2019)
● BLEU scores (suggested by participants as alternative to edit 

distance)



Methods: Baselines

● CorPaR baseline (correspondence pattern detection method first 
developed in List 2019 then extended in List et al. 2022)

● CorPaR baseline with SVM classifier



Methods: Baselines



Methods: Implementation

● Python package sigtypst2022 (https://github.com/sigtyp/ST2022)
● Evaluation methods in part taken from LingRex 

(https://github.com/lingpy/lingrex)
● Python package offers command line access to the evaluation and other 

routines (creating the baseline results, preparing files, etc.), and can also be 
accessed from within Python scripts

● Versions contain different parts of the data, version 1.4, the final version, 
contains all training and surprise data along with detailed results by all 
systems

https://github.com/sigtyp/ST2022
https://github.com/lingpy/lingrex


Systems



Team CrossLingference

● Gerhard Jäger (Tübingen University)
● implemented in Julia
● uses Bayesian phylogenetic inference in combination with 

Hidden Markov Models for word prediction



Team Mockingbird

● Christo Kirov, Richard Sproat, Alexander Gutkin (Google)
● two systems, Neighbor Transformer and Image Inpainting
● Neighbor Transformer uses extended training data (based on 

random sampling)



Team Leipzig

● Giuseppe G. A. Celano (Leipzig University)
● Transformer-Based Architecture
● character and position embeddings
● prediction of one reflex from several candidate predicted 

from language pairs done by averaging target tensors



Team CEoT

● Tiago Tresoldi (Uppsala University)
● workflow very similar to baseline
● no trimming procedure
● different alignment enrichment
● random forest classifier



Results



General Results for Varying Held-Out Proportions
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General Results for Varying Held-Out Proportions



Ranks



Discussion



General System Performance

● Interestingly, all systems performed reasonably well, confirming that the task 
is interesting and worth to be further pursued by computational methods.

● Best performance was by the Inpainting model, followed by the 
Neighor-Transformer

● Not all methods could beat the baselines (SVM baseline quite successful and 
fast)

● With lower amounts of data, some systems could gain some ground.



Open Questions

● Machine Learning vs. Targeted Algorithms
● Individual differences between machine learning systems
● Individual differences between similar systems (CEoT vs. 

Baselines)



Organization

What went well:

○ Fully replicable baseline
○ Clear evaluation routine
○ Interesting new methods



Organization

What could be improved:

○ Earlier announcement and propagation
○ Organization (clearer instructions from the 

beginning)
○ No sharing of test results
○ Testing of all systems by the organizers



Thanks for Your Attention!

And Special Thanks to All Participants!


