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How can we generate linguistically 
rich grammars for typologically 
diverse, local* languages?  

 *small, primarily-oral languages, often Indigenous or endangered, including the original and 
emerging languages of Africa, Asia, Australia, the Americas, the Pacific, and the minority 
languages of Europe (Bird, 2022)
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Outline of talk

● Precision grammars: what are they and what are they good for?
● Automatic grammar generation
● Grammar inference with BASIL
● Conclusion
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Precision Grammars
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Precision Grammars
… what are they?

● Machine readable
● Collection of syntactic rules 

○ DELPH-IN JRF (Copestake, 2002)
● Can be loaded into software to parse sentences
● Output syntactic and semantic representations

○ HPSG (Pollard and Sag, 1994) 
○ MRS (Copestake et al., 2005)
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Syntactic rules



77

LivePerson, Inc. Proprietary Inform
ation. ©

 2022 LivePerson, Inc. All Rights Reserved.

Parses
Aru unisokonɨŋ.
`They did not know another [language].’
(Chintang [ctn]; Bickel et al., 2013a)
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Precision Grammars
… what are they good for?

● Treebanking
○ Oepen et al. (2002)

● Data exploration
○ Letcher and Baldwin (2013)
○ Bouma et al. (2015)

● Developing grammar checkers
○ da Costa et al. (2016)

● Developing automatic tutors
○ Hellan et al. (2013)
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So why don’t we see more of these 
grammars?

● They are very time consuming to write by hand
● Grammar engineering toolkits streamline this a lot, 

but there is still a lot of manual work
○ Grammar Matrix (Bender et al., 2002, 2010; 

Zamaraeva et al., forth)
○ CoreGram (Müller, 2015)
○ ParGram (Butt and King, 2002)
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Grammar customization with the Grammar 
Matrix Bender et al. (2002, 2010), Zamaraeva et al. (forth)

Can we automate more of this 
process?

Web-based 
questionnaire

Grammar Specification Grammar

● What's the 
morphosyntactic 
exponence of the 
negation construction 
you'd like to model?

● Is the negation morpheme 
bound or free?
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Automatic Grammar Generation
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Grammar Induction from strings

● Based on text alone
● Produces noisy representations
● Only partially align with trees created by linguists
● Identifying constituents and their categories

○ Klein and Manning (2001, 2002)
○ Bod (2009)

● Using neural nets
○ Hewitt and Manning (2019)

● Paired with an image
○ Shi et al. (2019)
○ Zhao and Titov (2020)
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Grammar Induction from strings paired with 
meaning representations

● Based on text and some semantic representation 
○ logical form (Kate et al., 2005; Kate and Mooney, 2006)
○ semantic dependency parse (Buys and Blunsom, 2017; 

Chen et al., 2018)
● Will produce semantic representations similar to those included 

in the input



1414

LivePerson, Inc. Proprietary Inform
ation. ©

 2022 LivePerson, Inc. All Rights Reserved.

Grammar Extraction

● Based on treebanks
● Will produce parse trees and/or semantic representations with 

roughly the same level of expressivity as those in the input
● Walk the trees, collect rules, prune

○ Krotov et al. (1994, 1998)
● May convert from one formalism to another

○ Xia (1999)
○ Hockenmaier and Steedman (2007)

KERMIT (Zanzoto et al., 2020) uses BERT (Devlin et al., 2019) to generate 
syntactic parses of the same form as those in training data, but does not 
generate a human readable grammar
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Grammar Inference

● Can generate formal linguistic grammars without a treebank
● Based on text with partial grammatical information

○ Interlinear Glossed Text (Hellan, 2010; Bender et al. 2014)
○ POS, agreement, predicate-argument structure, clause 

type (Indurkhya, 2020)
● And some external source of linguistic knowledge

○ Grammar Matrix (Bender et al. 2014)
○ TypeGram (Hellan 2010)
○ Minimalist axioms, merge (Indurkhya, 2020)
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Where does typology fit in

● The external source of linguistic knowledge used in grammar 
inference should be cross-linguistically robust

● Inferring typological features is useful for defining grammar 
specifications

● A cross-linguistically generalizable inference system should be 
developed with typological diversity in mind
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The AGGREGATION Project
Grammar Inference with BASIL
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AGGREGATION

Collaborators: Emily M. Bender (PI), Fei 
Xia, Olga Zamaraeva, Elizabeth Conrad, 
Michael Goodman, Joshua Crowgey, 
David Wax, Ryan Georgi, Michael 
Lockwood, Swetha Ramaswamy, Haley 
Lepp, Claude Zhang, Tifa de Almeida
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Grammar Inference with BASIL
Building Analyses from Syntactic Inference in Local Languages
Howell (2020), Howell and Bender (2022)
Lexicon

● Intransitive and transitive 
verbs*

● Common Nouns*
● Auxiliaries
● Pronouns
● Determiners
● Coordinating conjunctions
● Negation words
● Case-marking adpositions

Syntax
● Word order
● Case system and case 

frame
● Argument optionality and 

argument marking on 
verbs

● Sentential negation
● Coordination 

*Using the MOM morphotactic inference system (Wax, 2014; Zamaraeva 2016; Zamaraeva et al. 2017)

Syntactico-semantic Features
● Person, Number, Gender
● Tense, Aspect, Mood

Morphology
● Noun and verb lexical classes*
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Mapping Features from WALS

● The WALS feature database is sparse, but the SIGTYP 2020 
shared task (Bjerva et al. 2020) is a step towards increasing the 
available information

● de Almeida et al. (2019) found that 20 WALS features can be 
mapped directly to Grammar Matrix features

○ This accounts for 8.5% of the Grammar Matrix’s 
specifications

● Zhang et al. (2019) did preliminary work to incorporate WALS 
features into inference



2121

LivePerson, Inc. Proprietary Inform
ation. ©

 2022 LivePerson, Inc. All Rights Reserved.

Grammar Inference with BASIL
Building Analyses from Syntactic Inference in Local Languages

● Largely heuristic
● Leverages linguistic annotations

○ Morpheme segmentation
○ POS tags
○ Morphosyntactic features

● Leverages enriched IGT data (Georgi 2016)
○ Projected dependency parses
○ Projected POS tags
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Generating a Grammar Specification

Grammar SpecificationEnriched IGT
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The Grammar Matrix generates a custom 
grammar, which produces rich syntactic and 
semantic representations



2424

LivePerson, Inc. Proprietary Inform
ation. ©

 2022 LivePerson, Inc. All Rights Reserved.

Languages for Development 
and Evaluation

red = development, blue = consulted, green = held out
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Development Corpora

● Iterative development with 9 
languages from 7 language 
families

○ Primarily from FLEx and 
Toolbox corpora

● Consulted an additional 18 
languages to total 19 families
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Iterative evaluation on development 
languages
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Evaluation on Held-out Language Families
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Use in grammar engineering class

● Inferred grammars have been used as a starting point for 
students in a grammar engineering class at the University of 
Washington for 4 years

● Gives them parse coverage from the start
○ This makes some illustrative examples more discoverable

● Allows bigger lexicons with less work
○ Enables using corpora from linguists

● Saves time so they can get more out of the customization system
● Correcting the inferred morphology can be tedious
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Current work in the AGGREGATION Project

● Reduce ambiguity in inferred grammars (Conrad, 2021)
● Improving root detection for morphological inference (Tara Wueger)
● New inference for adnominal possession (Allison Dods)
● New inference for valence-changing morphology (Yi-Chien Lin)
● Processing more data and fixing Matrix bugs (Tom Liu)
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Conclusion
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Conclusion

● Precision grammars are useful for treebanking, data exploration, 
language learning

● They are difficult to build
● Grammar inference leverages typological knowledge to generate these 

grammars automatically
● Grammars inferred with BASIL are small, but the parses they produce are 

linguistically rich
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Thank you!

Thank you to all former and current contributors to the AGGREGATION Project, on 
whose work this research is built.

We are deeply indebted to speaker communities who provided linguistic data for 
documentation and the field linguists who shared it with us.

This material is based upon work supported by the National  Science  Foundation  
under  Grant  No.  BCS-1561833 (PI Bender).
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