
Does Transliteration Help Multilingual 
Language Modeling?

Ibraheem Muhammad Moosa, Mahmud Elahi Akhter, Ashfia Binte Habib

EACL 2023 Paper ID: 433



Language resource distribution1. 

Motivation & Background

Diversity and inclusivity disparity2Diversity and inclusivity disparity2

Open Problems
o Resource disparity between Low Resource Languages 

and High Resource Languages 
o Diversity and Inclusivity of Low Resource Language 

tasks

Issues for Low Resource Languages
o Lack of large pretraining corpus
o Lack of diverse evaluation dataset 

1. The State and Fate of Linguistic Diversity and Inclusion in the NLP World, Joshi et al. (2020)
2. Challenges in using NLP for low-resource languages and how NeuralSpace solves them, Felix Laumann (2022)



Script diversity in South Asia3. 

Additional obstacles for Low Resource 
Language

Proposed Solution

Motivation & Background

  Transliteration

 Grapheme-to-phoneme (G2P)

 Script barrier leads to poor lexical overlap 1

 Poor Tokenization leads to increase in unknown  
    tokens 2 

1. Pushing the Limits of Low-Resource Morphological Inflection, Anastasopoulos and Neubig (2019): 
2. UNKs Everywhere: Adapting Multilingual Language Models to New Scripts, Pfeiffer et al.(2021) 
3. en.wikipedia.org/wiki/Languages_of_South_Asia#/media/File:States_of_South_Asia.png



 Does transliterating input scripts improve performance 
of multilingual language models?

 Given it does, is this improvement statistically 
significant?

 Does a model trained on transliterated script learn 
better representation?

bhārata

 Devanagari 
भारत

Gujarati ભા�રત

Gurmukhi 
ਭਾਰਤ

Malayalam ഭാരത

Bengali ভা�রত

Kannada 
ಭಾರತ

Oriya ଭାରତ

Tamil பாரத

Telugu భారత

Case for Translitertion

śānti

 Devanagari 
शान्ति�त

Gujarati શા�ન્તિ�ત

Gurmukhi 
ਸ਼ਾਨ੍ਤਿਤ

Malayalam ശാന്തി

Bengali শা�ন্তি�

Kannada ಶಾನ್ತಿ�

Oriya ଶାନ୍ତି�

Tamil ஶாந்தி

Telugu శాన్తి�

Benefits of Transliteration?

  Improves lexical overlap

 Transliteration collapses multiple scripts into a single script

  Reduces number of token

However..



Results: Tokenization Quality

  Transliteration Reduces number of token

Average number of tokens per word Ratio of words unbroken by the tokenizer



Results: Performance analysis

Orange indicates the multi-script and uni-script models are equal and blue indicates the uni-script model is better
  On average transliteration improves performance of multilingual language models.

  It improves the performance of low resource languages more compared to high resource languages

  It does not deteriorate the results of low resource languages   



Orange indicates the multi-script and uni-script models are equal, cyan indicates multi-script is better than uni-script and blue indicates vice versa

Results: Performance analysis



Results: Cross lingual representation
ALBERT Multi-script ALBERT Uni-script

RemBERT Multi-script RemBERT Uni-script
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