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Vowel Harmony
 Constraint on the vowels in a word form
 Vowels need to agree w. r. t. a feature
 Backness (Finnish, Hungarian, Turkish, Korean), Roundness (Turkish, Mongolian), 

Nasality (Guaraní), Tongue root position (Mongolian)
 Surfaces mainly in inflectional and derivational morphology
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Plural  -lAr = [lɛr]/[lar]
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Turkish Front, Back harmony:
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[kɯz] ‘girl’ +-In (genitive) = [kɯzɯn]
[jyz] ‘face’  +-In (genitive) = [jyzyn]
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Vowel Harmony
 Constraint on the vowels in a word form
 Vowels need to agree w. r. t. a feature
 Backness (Finnish, Hungarian, Turkish, Korean), Roundness (Turkish, Mongolian), 

Nasality (Guaraní), Tongue root position (Mongolian)
 Surfaces mainly in inflectional and derivational morphology

Turkish Front, Back harmony:
Genitive  -In = [ɯn]/[un]/[yn]/[in] 
Plural  -lAr = [lɛr]/[lar]
[kɯz] ‘girl’ +-In (genitive) = [kɯzɯn] + -lAr (plural)= [kɯzlarɯn]
[jyz] ‘face’  +-In (genitive) = [jyzyn] + -lAr (plural)= [jyzlɛrin]
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Motivation
Previous Work:
 Quantify vowel harmony based on estimates from large corpora of inflected word 

forms
 E.g. Goldsmith & Riggle (2012), Baker (2009), Mayer et al. (2010)

 Requires specific and on a specific type of data (precompiled lists of inflected word 
forms, running text)
 Cannot be applied to low-resource languages
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Motivation
Previous Work:
 Quantify vowel harmony based on estimates from large corpora of inflected word 

forms
 E.g. Goldsmith & Riggle (2012), Baker (2009), Mayer et al. (2010)

 Requires specific and on a specific type of data (precompiled lists of inflected word 
forms, running text)
 Cannot be applied to low-resource languages

Our Approach:
 Use concept-based word lists instead of large corpora

 (Recover vowel harmony even if it is no more present in inflectional morphology)
 NLMs are a smart way to parametrize a probability distribution

 Quantify vowel harmony based on the performance of a NLM



Data
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NorthEuraLex

 Dataset by Dellert et al. (2021), Lexibank (List et al. 2022) version by Dellert (2021)
 Concept-based word lists
 107 Languages, 9 language families (without isolates)
 677 (Italian) to 1513 (Manchu) lemmata per language
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NorthEuraLex
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Language Sample
 Subset of NorthEuraLex
 5 languages with  vowel harmony
 5 languages without vowel harmony
 "Harmonic Groups" defined by features



Methodology
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Feature Surprisal from Word Lists
 Average feature surprisal over vowel positions t for harmonic group H in word list W:

 Analogical for disharmonic vowels 
 Relative strength of vowel harmony is indicated by the difference in average feature 

surprisal:

 Difference quantifies the relative strength of the vowel harmony constraint
 Diff  0: strong vowel harmony constraint≫
 Diff ≈0: no vowel harmony
 Diff  0: should not occur≪
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Example
Phoneme surprisal

 Finnish silmässä [silmæs:æ] ‘eye (locative)’
 [i] triggers –BACK harmony
 First vowel [i] is ignored (no context)
 Surprisal at [æ]: -log(0.27) = 1.8889

Feature surprisal
 Surprisal @ -BACK: -log(0.66) = 0.5995
 Surprisal @ +BACK: -log(0.07) = 3.8365
 Surprisal reduction: 3.8365-0.5995 = 3.2370

 

 Surprisal of harmonic group H given context
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Neural Language Model

 Probabilities are parametrized via a NLM
 Based on Feedforward LSTM and hyperparameters in Pimentel et al. (2021)
 Task: Next phoneme prediction, minimize NLL loss
 Output restricted to vowel inventory (consonants replaced by mask symbol)

 Separate model trained for each language



Results



SFB 1102 17Information Density  and Linguistic Encoding

Turkish
 Turkish has strong BACK  and ROUND harmony
 +BACK harmony stronger than -BACK
 ROUND harmony not as strong as BACK
 Expected, since some suffixes lack +ROUND forms
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Surprisal Reduction

 Difference between surprisal in the harmonic and disharmonic context
 Turkish + Manchu as expected, Finnish & Hungarian closer to non-VH languages
 Khalkha Mongolian indecisive 



Discussion
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Findings
 NLM could learn vowel harmony constraints from word list data

 Word lists were on the “larger” side
 Found vowel harmony constraints in

 Turkish, Manchu, Khalkha Mongolian
 To a lesser degree in Finnish and Hungarian

 Few items with >= 3 vowels for Hungarian
 Makes it difficult to analyze behavior of neutral vowels
 Even fewer for Khalkha Mongolian
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Limits of Word List Data
 Test set of ~300 

word forms
 Majority of the data 

needed for NLM 
training

 For complex 
interactions more 
data is needed to 
observe them in the 
test set

 Neutral vowels, 
weaker constraints, 
loanwords, opaque 
vowels…

 Supports Dockum et 
al. (2019)



Questions?
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Results: Finnish
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Results: Hungarian
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Results: Khalkha Mongolian
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Results: Manchu
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Results: Turkish
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