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• Motivations for Morphology Modeling
– Additive value of morphological analyzers to neural models 

in several NLP tasks
• Grammatical Error Correction (Alhafni et al., 2023)
• Controlled Generation (Alhafni et al., 2022)
• Morphological Disambiguation (Inoue et al., 2022)
• Machine Translation (Oudah et al., 2019) 

– Help with low resource languages
– Help with morphologically rich languages
– Filter method, feature source, augmentation support, 

explainability 
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• Camel Morph Project (Habash et al., 2022)

– Build open-source Arabic morphological models
– Maximize coverage of Arabic linguistic phenomena
– Include Standard, Classical and Dialectal Arabic
– Cover many genres and domains
– Use linguistically grounded representations
– Built models are readily usable within an existing 

Python open-source suite for Arabic NLP, Camel 
Tools (Obeid et al., 2020)
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• Contributions in this paper …
– Defining the space of challenges in modeling 

Modern Standard Arabic (MSA) nominals
– Developing an extendable large-scale 

implementation using Camel Morph
– Benchmarking our models against publicly 

available analyzers
– Our data and code are publicly available
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Arabic Morphology Challenges

• Morphological Richness
– gender, number, person, aspect, mood, case, state and 

voice + many clitics

• Morphological Complexity
– Allomorphs of many affixes and clitics

• Dialectal Variations
– Many dialects with important differences

• Orthographic Ambiguity
– MSA: 12 readings/word due to optional diacritics

• Orthographic Inconsistency
5



Arabic Nominal Modeling Challenges

• Morphological Challenges
– Rich & Complex Morphology

• Templatic and Concatenative, many features & interactions

– Form-Function Mismatch 
• Broken plurals, irregular gender, case variants, syncretism

– Prefix-Stem-Suffix interactions
• Prefix, Stem and Suffix Allomorphs 

• Lexicographic Challenges
– Paradigm incompleteness
– Stem variants
– Inter-paradigm ambiguity
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Arabic Nominal Modeling Challenges

• Gender-Number-Case-State Discrepancies
 

• Syncretism: definite/indefinite/construct
• Default Function-Form mappings 
• Incomplete Paradigms
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Function à Form Lemma + Function à Stem + Form



Arabic Nominal Modeling Challenges

• Gender-Number-Case-State Discrepancies
 

• Syncretism: definite/indefinite/construct
• Default and non-default Function-Form mappings 
• Incomplete Paradigms
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Function à Form Lemma + Function à Stem + Form



Arabic Nominal Modeling Challenges

• Sound Plural 
vs Broken Plural 

• Allomorphs
– Stems
– Buffers
– Enclitics 
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Arabic Nominal Modeling Challenges

• Sound Plural 
vs Broken Plural 
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Arabic Nominal Modeling Challenges

• Sound Plural 
vs Broken Plural 

• Allomorphs
– Stems
– Buffers
– Enclitics 
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sufaraA '    a
sufaraA '    a +hum

sufaraA '    u
sufaraA ŵ  u +hum

sufaraA '    i
sufaraA ŷ   i  +him



Arabic Nominal Modeling Challenges

• Sound Plural 
vs Broken Plural 

• Allomorphs
– Stems
– Buffers
– Enclitics 

• Buckwalter
DBPrefix
DBStem
DBSuffix

• Camel Morph
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Camel Morph Approach

• Camel Morph Specifications
• Camel Morph DB 
• Camel Tools analysis and generation engines 

(Obeid et al., 2020) 13



Camel Morph Approach

• In between two different approaches
– Top down; linguistic representations; FSM; rules
– Bottom up; lists of surface complex prefixes and  

suffixes, stems, and their compatibilities
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• Morph order defines the full space of all morphemes that can co-occur by 
their class.
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• Each form (allomorph) sets some truth conditions to be true.
• For a word to be valid, the required truth conditions of every form 

(allomorphs) in it must be already set by some other allomorph.
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• Each form (allomorph) sets some truth conditions to be true.
• For a word to be valid, the required truth conditions of every form 

(allomorphs) in it must be already set by some other allomorph.



Results
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• Intensive semi-automatic process for creating all the entries and quality 
checking them. 

• Multiple annotators involved in Morphological and Lexicography design.



Results
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• We compare our compiled DB with Calima MSA (Taji et al. 2018), based on 
SAMA (Graff et al., 2009)/BAMA (Buckwalter, 2004)

• Lemmas: Comparable
• Stems: Our Specs < Our DB ≈ Calima MSA
• Forms + Analyses : Our DB >> Calima MSA

– Consistent and extended modeling of features and affixes



Results
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• Coverage evaluation of Penn Arabic Treebank (Maamouri et al., 2004)
– Recall 95.3% of analyses
– 86% of mismatches due to gold errors.



Conclusions & Future Work

• Presented a review of challenges in modeling MSA nominals
• Developed and benchmarked a large-scale implementation 

using Camel Morph
• All models and code are publicly available 

• We plan to work on other POS and other Arabic dialects 
• We want to tackle challenges such as noisy spelling, dialect-

MSA intra-word code switching, template-based backoff 
modeling, and automatic learning of lexicon entries 

• We plan to evaluate our models on downstream applications
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Thank you!

morph.camel-lab.com
nizar.habash@nyu.edu


