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”Languages shape our tools,

and our tools shape languages.”
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”Languages shape our tools,

and our tools shape languages.”

— ChatGPT
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GUIDE: Graph-based Unified Indigenous Dictionary Engine



The Global Language Documentation Gap
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All Living Languages

● There are 7,168 languages 

on Earth.

● > 7,000 low-resource

languages

https://www.ethnologue.com/insights/how-many-languages/

https://www.ethnologue.com/insights/how-many-languages/


9

SIL’s Semantic Domains

● Semantic domains are 

a tree-structured

ontology.

● “word-SDQ link” = 

dictionary entry

● SDQs allow building 

highly multiparallel 

dictionaries.

● Words often have no 

1:1 translations

but have different 

semantic ranges.
based on [Moe10]
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Main Contributions ● GUIDE finds missing 

word-SDQ links with an 

avg. precision of 0.68.

● GUIDE finds word-SDQ links 

in unseen languages with 

an avg. precision of 0.60.

● GUIDE predicts 33,000 

correct and new word-

SDQ links in 20 languages.

● We establish a new 

benchmark.

● Open-source: 

https://github.com/janetzki

/guide(feathers, egg, wing, wings, greedy, bird, gizzard)

https://github.com/janetzki/GUIDE
https://github.com/janetzki/GUIDE


Dataset Characteristics



Dataset Review
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● We chose the eBible 

corpus.

● Other corpora cover 

fewer languages.

adapted from [Haddow22]
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Dataset Size

● 12 development languages 

● 8 zero-shot evaluation 

languages

● 10 low-resource languages

● 7 language families

Language Information based on [Eberhard23]
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Language Distribution

● ~ 200,000 words

● ~10,000 words per 

language on average



Graph Building
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Eflomal Word Aligner

● Dotted lines = missing 

alignments

● = incorrect alignment

taken from [Imani21]
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Graph Structure

● GUIDE creates a Multilingual Alignment 

Graph (MAG).

● 1 node = 1 word

● 1 gray edge = n alignments

● edge weight = normalized weight

Just for readability:

● blue node = SDQ (“What words refer to 

the children of your children?”)

● blue edges = word-SDQ links



Dictionary Entry Creation
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Model Architecture

● GUIDE predicts word-SDQ 

links using a single-layer 

GCN.

● Threshold = 0.999

● Four node features:

○ Node degree

○ Weighted node degree 

(i.e., sum of adjacent 

weights)

○ SDQ count

○ SDQ links

● 7,428 × 7,425 parameters 

in the weight matrix

taken from [Wu21]



Evaluation
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Manual Evaluation with Questionnaires

● We evaluated GUIDE’s precision with 20 questionnaires.
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Results

1. GUIDE has a precision of 0.65

and a recall of 0.046.

2. The questionnaire-based 

precision is twice as high as 

the dataset-based precision.

3. For the zero-shot evaluation 

languages, GUIDE predicts 

2,400 [2,020] word-SDQ links

on average (~ 22% [21%] of 

the input vocabulary).

4. ⇒ GUIDE predicts 12 correct 

dictionary entries for the low-

resource languages in the zero-

shot evaluation set per 100 

words in the vocabulary.



Conclusion



● GUIDE = tool to create dictionaries in low-resource languages

● eBible corpus + SIL’s semantic domain dictionaries + Eflomal

= Labeled MAG

● Labeled MAG + GCN = 33,000 correct and new dictionary entries in 20 languages

● Limitations: incorrect predictions, missing predictions

● GUIDE is a copilot for language experts.
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Conclusion
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