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Low-resource ASR
• Transcribed speech is a key resource of ASR training
•  ‘Low-resource’ (for ASR):
• Limitation is only transcribed speech
• Easy to source untranscribed speech and metadata about language

• Problems:
1. Limited metadata (if under-described)
2. Limited recordings (for self-supervised training)

• Proposal:
• Use recordings from another language (helps with #2)
• Use bottom-up approach (helps with #1)
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Missing metadata
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Family Language
Information (Database)

Inventories
(PHOIBLE)

Phonology
(WALS)

Indo-Aryan Punjabi ✓ ❌

Sotho-Tswana Setswana ❌ ❌

Feature vectors in
lang2vec are imputed

(via k-NN)



Combating a curse
via continued pre-training

• Default go-to: fine-tune a pre-trained model
• Problem: ‘Curse of Multilinguality’
• Under-representation in massively multilingual models

• Worse downstream performance on under-represented languages
• wav2vec 2.0 XLSR-128:

• Pre-trained on 436k hours from 128 languages
• 95% of data is Germanic/Romance

• Solution: Continued Pre-training (CPT) on target language
• Ainu (200h: Nowakowski et al., 2023) 
• Greek (70h: Paraskevopoulos et al., 2024)

• Problem: what if we don’t even have 70-200h?
• Can we add data from another language?
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Experiment 1
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Condition
Test set WER (WERR)

Data for continued pre-training
Median Range

T. In-domain top-line 22.2 (11.2%) - 70h Punjabi

E1. Most similar 23.5 (6.0%) 23.4–23.8 10h Punjabi + 60h Hindi

E2. Similar

24.4 (2.4%) 24.3–24.5 10h Punjabi + 60h Urdu

24.4 (2.4%) 24.2–24.4 10h Punjabi + 60h Gujarati

24.6 (1.6%) 24.5–24.7 10h Punjabi + 60h Marathi

B. Only target data baseline 25.0 - 10h Punjabi

E3. Unrelated/dissimilar

25.0 (0.0%) 25.0–25.2 10h Punjabi + 60h Odia

25.1 (-0.4%) 25.0–25.4 10h Punjabi + 60h Tamil

25.1 (-0.4%) 25.0–25.3 10h Punjabi + 60h Malayalam

25.2 (-0.8%) 25.1–25.2 10h Punjabi + 60h Bengali

U. Unadapted XLSR-128 30.8 (-23.2%) - -

Table 1: Automatic speech recognition (ASR) results from fine-tuning wav2vec 2.0 XLSR-128 (Babu et al., 2022)
with and without adaptation via continued pre-training (CPT). CPT-adapted models were trained for 10k updates
using 70 hours of Punjabi for the topline (T), 10 hours of Punjabi for the baseline (B), and 10 hours of Punjabi
combined with 60 hours of data from another language for the experiment conditions (E1, E2, E3). All models were
fine-tuned with the same 1 hour of Punjabi data. ASR performance reported in word error rate (WER) and relative
word error rates (WERR), relative to the 10 hour CPT baseline (B). For each experiment condition, median and
range were obtained from 3 CPT runs per language with different donor data in each run.

lang2vec database (Littell et al., 2017), which itself
draws on other databases (e.g. phonological infor-
mation from WALS: Haspelmath, 2009). Wu et al.
(2021) investigated how well measures based on
lang2vec and other data sources correlated with suc-
cessful transfer learning for ASR. Of the lang2vec
similarity metrics, they found that genetic and ge-
ographic measures correlated highly with better
ASR performance but, surprisingly, inventory and
phonological measures did not. Acoustic similar-
ities as derived from embeddings of a pre-trained
spoken language identification model were also
found to correlate strongly with better ASR perfor-
mance. In the context of continued pre-training, we
questioned whether the to-be-adapted model could
be used for this purpose.

Investigating an analogous question in the text
domain, Gogoulou et al. (2023) evaluated various
measures for predicting transfer characteristics for
transformer language models initially pre-trained
on one language (e.g. English) and subsequently
adapted to another (e.g. Icelandic), and how these
characteristics varied according to the distributions
of data in the respective language corpora. They
propose a novel metric: the Token Distribution Sim-
ilarity (TDS), which correlated with positive trans-

fer. As illustrated below in Figure 3 (a), the TDS
is derived by 1) using the pre-trained model’s to-
keniser to process a sample of data from each lan-
guage, 2) then generating a token frequency vector
for each language, and 3) taking the cosine similar-
ity between these two vectors. Given these promis-
ing results for predicting positive cross-lingual
transfer for continued pre-training on text, we in-
vestigated whether they extended to the speech do-
main.

4.2 Induction and analysis of acoustic tokens

In order to compute token distribution similarity
for two untranscribed speech corpora, we first need
to ‘tokenise’ the corpora. For this purpose, we can
leverage speech representations extracted using a
middle transformer layer (e.g. Layer 12 of 24) of
a pre-trained wav2vec 2.0 model such as XLSR-
128. As previously highlighted above (in §2), these
representations are useful for fine-grained compar-
isons of acoustic-phonetic content and, to make
use for these representations for inducing phone-
like tokens, they must first be grouped in the high-
dimensional latent space and then again in time
based on their co-occurrences.

All models fine-tuned for ASR using 1h of transcribed Punjabi
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Predicting positive transfer
Text domainWhat we know…

• Token Distribution Similarity can help predict positive transfer in the 
text domain (Gogoulou et al., 2023)
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• Token Distribution Similarity can help predict positive transfer 
in the text domain (Gogoulou et al., 2023)
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Text: top-down coarse-to-finer grained
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Acoustic Token Distribution Similarity
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Acoustic Token Distribution Similarity (ATDS)

• wav2seq: Derive (pseudo-)tokens from 
untranscribed speech
• TDS: Predict positive transfer based on 

(text) token distributions
• ATDS (wav2seq + TDS):
• Predict positive transfer using 

untranscribed speech corpora based on 
(pseudo-)token distributions
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Punjabi (PAN)

Donor
Lang.

Median
WERR
(of 3 runs)

Similarity Measure 

ATDS SB
lang2vec

Syn. Geo. Feat. Inv. Gen. Phon.
E1. Hindi 6.0 0.96 0.96 0.67

1.0*
0.6

0.67 0.38 0.41

E2.
Gujarati 2.4 0.93 0.82 0.46 0.72

0.43 1.0*Urdu 2.4 0.93 0.88 0.51

0.9

0.67
Marathi 1.6 0.92 0.89

0.47
0.65

E3.

Bengali -0.8 0.90 0.81

0.5

0.66 0.38 0.38
Malayalam -0.4 0.89 0.83

0.32
0.64 0.00

1.0*Odia 0.0 0.87 0.71 0.65 0.43
Tamil -0.4 0.86 0.76 0.47 0.59 0.00

Correlation of measure to WERR: 0.89 0.78 0.79 0.77 0.83 0.55 0.48 -0.31
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Bottom-up 
measure (ATDS) is 
more fine-grained 
than top-down 
(lang2vec)
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Punjabi (PAN)

Donor
Lang.

Median
WERR
(of 3 runs)

Similarity Measure 

ATDS SB
lang2vec

Syn. Geo. Feat. Inv. Gen. Phon.
E1. Hindi 6.0 0.96 0.96 0.67

1.0*
0.6

0.67 0.38 0.41

E2.
Gujarati 2.4 0.93 0.82 0.46 0.72

0.43 1.0*Urdu 2.4 0.93 0.88 0.51

0.9

0.67
Marathi 1.6 0.92 0.89

0.47
0.65

E3.

Bengali -0.8 0.90 0.81

0.5

0.66 0.38 0.38
Malayalam -0.4 0.89 0.83

0.32
0.64 0.00

1.0*Odia 0.0 0.87 0.71 0.65 0.43
Tamil -0.4 0.86 0.76 0.47 0.59 0.00

Correlation of measure to WERR: 0.89 0.78 0.79 0.77 0.83 0.55 0.48 -0.31

Erroneous similarities  from 
missing/imputed features in 
databases
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Punjabi (PAN)

Donor
Lang.

Median
WERR
(of 3 runs)

Similarity Measure 

ATDS SB
lang2vec

Syn. Geo. Feat. Inv. Gen. Phon.
E1. Hindi 6.0 0.96 0.96 0.67

1.0*
0.6

0.67 0.38 0.41

E2.
Gujarati 2.4 0.93 0.82 0.46 0.72

0.43 1.0*Urdu 2.4 0.93 0.88 0.51

0.9

0.67
Marathi 1.6 0.92 0.89

0.47
0.65

E3.

Bengali -0.8 0.90 0.81

0.5

0.66 0.38 0.38
Malayalam -0.4 0.89 0.83

0.32
0.64 0.00

1.0*Odia 0.0 0.87 0.71 0.65 0.43
Tamil -0.4 0.86 0.76 0.47 0.59 0.00

Correlation of measure to WERR: 0.89 0.78 0.79 0.77 0.83 0.55 0.48 -0.31

Acoustic measures 
based on model 
embeddings
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Punjabi (PAN)

Donor
Lang.

Median
WERR
(of 3 runs)

Similarity Measure 

ATDS SB
lang2vec

Syn. Geo. Feat. Inv. Gen. Phon.
E1. Hindi 6.0 0.96 0.96 0.67

1.0*
0.6

0.67 0.38 0.41

E2.
Gujarati 2.4 0.93 0.82 0.46 0.72

0.43 1.0*Urdu 2.4 0.93 0.88 0.51

0.9

0.67
Marathi 1.6 0.92 0.89

0.47
0.65

E3.

Bengali -0.8 0.90 0.81

0.5

0.66 0.38 0.38
Malayalam -0.4 0.89 0.83

0.32
0.64 0.00

1.0*Odia 0.0 0.87 0.71 0.65 0.43
Tamil -0.4 0.86 0.76 0.47 0.59 0.00

Correlation of measure to WERR: 0.89 0.78 0.79 0.77 0.83 0.55 0.48 -0.31

XLSR-128
(Model used for CPT)

SpeechBrain LangID
(External model)
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Galician (GLG) Iban (IBA) Setswana (TSN)

E1. SPA (0.96)
10h GLG + 60h SPA

13.7 (8.7%) ZSM (0.91)
7h IBA + 60h ZSM

15.9 (4.2%) SOT (0.96)
10h TSN + 56h SOT

11.6 (7.9%)

E2. POR (0.89)
10h GLG + 60h POR

13.9 (7.3%) IND (0.88)
7h IBA + 60h IND

16.4 (1.2%) NSO (0.88)
10h TSN + 56h NSO

12.0 (4.8%)

B. 10h GLG 15.0 7h IBA 16.6 10h TSN 12.6

U. - 15.4 (-2.7%) - 21.4 (-28.9%) - 20.8 (-65.1%)

WER (WERR) WER (WERR) WER (WERR)

For each target language (e.g. GLG), 
ATDS predicts best donor from two 
candidates (e.g. SPA, POR)



Summary
• Continued pre-training (CPT) alleviates under-representation
• Evaluated on 4 target languages:

• Punjabi (Indo-Aryan)
• Galician (West Iberian)
• Iban (Malayo-Polynesian)
• Setswana (Sotho-Tswana)

• More data is better for CPT
• Can source data from ‘donor’ language
• ATDS can help pick best donor
• Better than 7 other measures
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